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ABSTRACT

A thesis submitted in partial fulfilment of the requirements of the degree of Doctor
of Philosophy at the University of Oxford, Trinity Term 1994,

Kenneth W. Van Treuren
Merton College

The requirement for increased gas turbine engine performance has led to the
use of much higher turbine entry temperature (TET). The higher temperatures require
active cooling of the turbine blade using compressor bleed air. Arrays of impinging
jets are one method currently used to reduce the blade temperature on the midspan and
leading edge. Air flows through smail holes in a blade insert and is directed on the
inside surface of a turbine blade to reduce local surface temperature. The engine
situation was represented by a 10-20 times scale model tested in the internal cooling
transient facility at the University of Oxford. The geometry chosen was for a widely
spaced array with a jet spacing of 84 and a plate thickness to jet diameter of 1.2.
Experiments were accomplished for a range of impingement plate to target surface
spacings. 24, (1, 2 and 4) and jet Reynolds numbers, Re,, (10,000 - 40,000) with both
staggered and inline array hole configurations. The transieat liquid crystal technique,
determination of hest transfer coefficient and adiabatic wall temperature. For the first
time, local detail of heat transfer on the target surface as well as observation of the
crossflow influence on the jet at the target surface are possible. A large variation in
heat transfer exists between the stagnation point and channel passage between jets (2 -
4 times) which was unknown in previous experiments. Insights gained from this
local detnil provide the basis for correlations of stagnation point and area averaged
Nusselt number which are compared with other reported values. Also, the present
work is the first to quantify the coatribution of the array impingement plate to the
target surface heat transfer by controlling the impingement plate temperature
throughout the test. In regions away from the stagnation point, the impingement plate
can contribute as much as 50% of the heat transfer at the target surface.
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ABSTRACT

A thesis submitied in partial fulfilment of the requirements of the degree of Doctor
of Philosophy at the University of Oxford, Trinity Term 1994.

The requirement for increased gas turbine engine performance has led to the
use of much higher turbine entry temperature (TET). The higher temperatures require
active cooling of the turbine blade using compressor bleed air. Arrays of impinging
jets are one method currently used to reduce the blade temperature on the midspan and
leading edge. Air flows through small boles in a blade insert and is directed on the
inside surface of a turbine blade to reduce local surface temperature. The engine
situation was represested by a 10-20 times scale model tested in the internal cooling
transient facility at the University of Oxford. The geometry chosen was for a widely
spaced array with a jet specing of 84 and a plate thickness to jet diameter of 1.2,
Experiments were accomplished for a range of impingement plate to target surface
spacings, 2/d, (1, 2 snd 4) and jet Reynolds numbers, Re), (10,000 - 40,000) with both
both peak intensity narrowband and hue temperature history wideband, enabled the
determination of heat transfer coefficient and adisbatic wall temperature. For the first
time, local detail of heat transfer on the target surface as well as observation of the
crossflow influence on the jet at the target surface are possible. A large variation in
hoat transfer exists betweea the stagnation point and chanoel passage between jets (2 -
4 times) which was unknown in previous experiments. Insights gained from this
local detail provide the basis for correlations of stagnation point and area averaged
Nusselt number which are compared with other reported values. Also, the present
work is the first 10 quantify the coatribution of the array impingement plate to the
target surface best transfer by cootrolling the impingement piate temperature
throughout the test. In regions away from the stagnation point, the impingement plate
can coutribute as much as S0% of the heat transfer at the target surface.
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CHAPTER 1 - INTRODUCTION

Applications of impinging jets to promotec mass and heat convective transfer
include paper drying, spot-cooling of electronic components, glass tempering and the
heat treatment of metals. The work reported in the literature that is of most interest
to the current experiments involves impingemeat cooling of turbine blades. This
thesis reports on an experimental investigation of the distributions of convective heat
transfer coefficient, h, on a flat surface beneath different configurations of impinging
jets. A transient heat transfer method has been developed by the author to yield local

values of A and adiabatic wall temperature, T .

1.1 Gas Turbine Engine Performance

The goals of Integrated High Performance Turbine Engine Technology
(IHPTET) are pushing military low bypass gas turbine engine technology to achieve
an engine thrust to weight ratio of 20:1, a figure that is double a typical present day
value [Dix and Petty (1990) and Petty and Henderson (1989)]. At the same time,
a significant improvement in fuel economy will benefit civil engines as well. These
engines will use a variety of new technologies. Fifty percent of the improvement will
result from advancements in materials. Ceramics and composites would allow
stoichiometric TETs (turbine entry temperature). However, problems with brittleness
and oxidation make manned applications currently impossible. Advanced alloys will
extend the current metal temperature limitations slightly but required levels of TET
for IHPTET show the need to improve turbine blade cooling. The dilemma facing an

engine designer is to increase the specific thrust of an engine, which increases the
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Increasing Turbine
E j increasing /
F—) Ratio
insufficient Blade Life
Specific Thrust

Figure 1.1  Thermodynamic tradeoffs (Borns (1989)].
engine thrust to weight, while reducing the specific fuel consumption (see Figure 1.1).
A higher TET provides a greater specific thrust which can decrease engine diameter
for a given thrust requirement, decreasing drag, or increase thrust for a given diameter,
increasing payload capability. Today's higher engine compression ratios (approaching
30:1) can increase TET and improve thermal efficiency, greatly reducing fuel
consumption. Higher TETs required for increased performance will cause higher
thermal fatigue and higher stress problems for the designer. With hot section design
life requirements now 50% of the airframe life, users are demanding reliable, long-life
performance. A reduction of blade metal temperature of 40°C can improve blade life
10 fold (Cowie (1990)]. Increasing cooling air to lower the blade metal temperature

reduces the amount of air available to produce thrust and consequently the cycle
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efficiency decreases. The use of film cooling on the external surfaces of the turbine

blade also decreases the acrodynamic efficiency of the turbine blading.

1.2 Performance Improvements

1.2.1 Materials

Monolithic ceramics have a good high temperature strength in the 1900 K
range and a resistance to oxidation in the combustion environment. The drawbacks
associsted with their use are brittleness and low reliability. Ceramic matrix
composites show the same high strength at high temperature but, in addition, have
increased toughness. However, they are difficult to fabricate. Another promising
material is the carbon/carbon composite. This class of composites has good strength
at very high temperature, high toughness, and low density. They can operate at the
2480 K environment but are subject to oxidation as well as fabrication problems.

The new nickel superalloys are extending current metal technology and,
coupled with manufacturing techniques such as the single grain crystal and rapid
solidification rate alloys, are increasing allowable blade temperatures. With these
alloys there is still a need to employ turbine cooling using the relatively cool air bled

from the compressor.
12.2 Cooling Techniques

There are four basic methods of utilizing cooling air in a turbine which are
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Figure 12 Internal cooling methods [Collady (1975)).
illustrated in Figure 1.2:

Passage Convection - Air flows through internal passages machined or cast
into the turbine blade. Convection is often enhanced with ribs or pedestals
cast into the passage to increase turbulence, wetted surface area and hence,
beat transfer.

Impingement - Air flows through small holes in a blade insert. These form
impinging jets on the inside surface of & turbine blade to reduce local blade
surface temperatures.

Film - Air flows through holes to the blade external surface to provide a layer
of cooler air between the combustor exit gases and the blade surface.

Transpiration - A porous material allows air to "weep” through and provide
protection for the blade. There are considerable problems associated with
structure and deposition.

Turbine cooling effectiveness is defined as:
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é--L = (1.1)

where T,. T, and T, are the wemperatures of the metal, gas and coolant. Figure 1.3
shows the effectiveness of various cooling combinations. Film cooling in combination
with crossflow impingement is extremely effective. Increasing the amount of cooling
airflow also improves cooling effectiveness for all cooling methods and combinations.
The chalienge facing the turbine blade designer is to choose the cooling methods to
produce a blade that achieves the required permissible TET and that uses the

minimum amount of cooling air.

1.3 Aim of Present Study

The present study experimentally modelled arrays of impinging jets which are
commonly used in the midchord region of a turbine blade (see Figure 1.4). Exit
temperature profiles from the combustor are not uniform. There is usually a region
of high temperature at the passage midspan. The turbine designer often uses an array
of jets impinging on the inner blade surface to reduce the effect on metal temperature
of this temperature spike. Two items are of interest to achieve this result and optimize
the turbine blade design.

The first item is the local patterns of heat transfer on the target surface
produced by different arrays of impinging jets. This gives an indication of where hot

spots or problem areas might occur on the blade. The heat transfer or cooling would
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Figure 1.3  Turbine cooling effectivencss [Clevenger and Pickett (1990)).

Figure 14  Midspan impingement cooling {Oates (1985)).
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be highest under the jet and decline moving away from the jet impingement zone.
Earlier experimental work has looked at spanwise averaged heat transfer values but,
until the present work, the local surface features were unknown. The present work
details local values of Nusselt number, Ny, and T,, distributions for both staggered
and inline arravs. By developing a transient liquid crystal technique which can
experimentally determine the local 7. the heat transfer can be defined using the true
local driving gas temperature giving a more accurate representation of Nu. Previous
experimenters have mostly used the jet temperature, 7, to define heat transfer which
produces different results.

The second item of interest to the turbine designer is an average value of heat
transfer for an area affected by a given jet. This is particularly important when
considering the cooling capacity of a given configuration of an array of jets. Knowing
how average heat transfer behaves with changes in geometry and flow rates allows the
designer to choose a configuration which can effectively cool the region of interest
and at the same time minimize cooling airflow requirements. Other studies have been
done on arrays of impinging jets which produced design correlations but .thc present
study is the first to use insights of impinging jet structure gained from experimental
observation of liquid crystal colour play and average the true local values for this
purpose.

Examination of the literature showed that the influence of the impingement
plate, the plate through which the cooling air passes, on the heat transfer at the target
surface is not well understood. The impingement plate thermal boundary conditions

are not usually reported in the literature. The temperature of this plate must be




Chapter 1 - Introduction

different from both the cooling gas temperature and the target plate temperature and
is significantly affccted by lateral conduction at impingement insert attachment points.
Also, transient engine operation alters the cooling gas and blade surface temperature.
The time constant of the impingement plate is such that, during the transient, the
dimensionless plate temperature will change significantly. For the first time, an
experimental technique has been developed and data reported on the influence of the

impingement plate temperature on the target surface for an array of impinging jets.
1.4 Scope of the Thesis

The work of this thesis developed the transient experimental technique which
enabled the determination of the first true local Nu values under an array of impinging
jets, giving insight to the turbine designer. In addition, controlling the thermal
boundary condition of the impingement plate allowed its contribution to the heat
transfer at the target surface to be quantified for the first time beneath an array of
impinging jets. Chapter 2 surveys the literature and describes work previously done
in the field of impinging jets. The single impinging jet is well mpm-sented with
supporting research. However, the complex flow field and its contributions to target
surface heat transfer are not clearly understood. Some local values of Nu are reported
but these vary depending on jet hole geometry and experimental technique. The added
flow field complexity of crossflow in an array of impinging jets makes the problem
much more difficult. Spanwise averaged data for arrays of impinging jets are reported
but no true local values. Chapter 3 describes the flow zones of an impinging jet and

details the crossflow model used for the current experiments. Also presented are the
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transient liquid crystal techniques used to determine 4 and 7,,. Using superposition,
the individual contributions of the jet and impingement plate to the overall target

surface heat transfer can be quantified. Chapter 4 details the design process used for

the present set of experiments and Chapter 5 deals with the experimental procedure
and validation of the testing technique. Chapter 6 explains the two data processing
methods used to obtain the data, the first being the double crystal technique with three
narrow band liquid crystals and the second being the hue history technique with a
single wide band liquid crystal. Chapter 7 uses liquid crystal colour play from the
video testing, along with dust deposits and static pressure measurements, to discuss
qualitatively the influence of the flow field on target surface heat transfer for both the
inline and staggered arrays. Chapter 8 uses stagnation zone data to determine a
prediction for Nu under the jets for the geometries and flow conditions tested.

Chapter 9 preseats representative local maps of Nu and jet effectiveness, 1, showing
local variations over the target surface. These values are averaged and compared with

correlations found using the current data.

1.5 Publications

The experimental work of the present study has been favourably received by
the professional community. A paper entitied "Detailed Measurements of Local Heat
Transfer Coefficient and Adiabatic Wall Temperature Beneath an Array of Impinging
Jets” was presented at the American Society of Mechanical Engineers (ASME)
International Gas Turbine and Aeroengine Congress and Exposition in Cincinnati, OH

in May 1993. This work detailed the initial rig design and basic theory behind the

9
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present study. Early data was presented which demonstrated the detail achievable with

the experimental method as well as the significance of the influence of the
impingement plate temperature. This paper will be published in the ASME Journal
of Turbomachinery in the near future. A second paper entitled "Application of the
Transient Liquid Crystal Technique to Measure Heat Transfer and Adiabatic Wall
Temperature Beneath an Array of Impinging Jets" was presented at Eurotherm 32 in
July 1993. This paper detailed the experimental technique and, for the first time,
presented local area maps for entire arrays of jets. A third paper entitled "Local Heat
Transfer Coefficient and Adiabatic Wall Temperature Measurement Beneath Arrays
of Staggered and Inline Impinging Jets" will be presented at the American Society of
Mechanical Engineers International Gas Turbine and Aeroengine Congress and
Exposition in the Hague, the Netherlands in June 1994. This paper details results
from the inline array data as well as introducing a method of processing hue history
data comparing an inline and staggered jet configuration. The present work has also
provided numerous examples of liquid crystal applications for lectures given by the

University of Oxford research staff world wide.
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There have been many experiments involving impinging jets which are usually
aimed at specific applications. In convective devices for drying paper, textiles, and
film materials, or for tempering glass or annealing metal, slot jets are frequently used.
These slot jet studies [Gardon and Akfirat (1966), Martin (1977) and Saad et al.
(1992)], though giving insight into a two-dimensional jet behaviour, are not applicable
to gas turbine geometries. Free circular jets, like those used by VTOL aircraft
[Knowles et al. (1991)] or in spot cooling of electronic components [Mudwar and
Wadsworth (1991), Ma et al. (1992) and Hollworth and Durbin (1992)] also
provide some insight to jet structure and interaction with the target surface but do not
accurately model the turbine situation. There are comprehensive surveys of turbine
cooling (Metzger (198S) and Holland and Thake (1980)] and more specifically that
of impingement cooling by Gauntner et al. (1974), Downs and James (1987), Yeh
and Stepka (1984) and Jambunathan et al. (1992). Downs and James note that all
experiments to this date have used steady state heat transfer measurement techniques.
Several authors, such as Goldstein and Franchett (1988) and Baughn and Shimizu
(1989), use a steady technique with thermochromic liquid crystals as surface
thermometers to measure single jet local heat transfer values. More recently, Yan et
al. (1992) used a preheated wall insertion technique to measure transiently local heat
transfer values under a single free jet with fully-developed pipe flow. Abdul Hussain
and Andrews (1990) employed a transient cooling technique in a combustion
simulation rig; however, no local measurements were possible. Hippensteele et al.

(1983) report a qualitative study of an impinging array using liquid crystals while Li
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et al. (1988) use a liquid crystal coated heater pad to determine local heat transfer

coefficient for flow at low jet Reynolds number, Re;, over staggered and inline arrays.

2.1 Single Jet

Single jet impingement is of interest to the present work. Jets at the start of
an impingement array (with no initial crossflow) are least influenced by crossflow and
their behaviour would be similar to a single impinging jet. A literature review of
single circular jet impingement heat transfer has Been made by Jambunathan et al.
(1992). Their summary covers parameters of interest in single jet impingement and
serves to highlight the many differences between experiments that can have significant
impact on the resultant heat transfer.

Obot et al. (1979) and Popiel and Boguslawski (1986) have suggested that
nozzle geometry plays an important role in determining jet turbulence levels that could
be responsible for the variations in measured heat transfer and optimum nozzle exit
to target plate spacing, z/d, for maximum heat transfer especially in the stagnation
region. Nozzles with contoured inlets would have approximately 25% decrease in heat
transfer when compared to a sharp edged orifice at the same Re,.

Lichtarowicz et al.(1965), Hay and Spencer (1992), Deckker and Chang
(1965) and McGreehan and Schotsch (1988) have suggested that the jet hole
discharge coefficient, Cp, is not well defined for ratios of orifice thickness to hole
diameter, #d, typical of engines between 0.5 and 2.0. Above this value the jet
reattaches inside the jet hole and, if the &d is long enough, a fully developed pipe

flow can occur with correspondingly increased turbulence levels and different exit
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velocity profile.

Single jets can be either free or confined. With the free jet, air from the
surroundings can be entrained into the jet, and, under some conditions this can
significantly affect heat transfer [Goldstein et al. (1990) and Striegl and Diller
(1984a, 1984b)). Bouchez and Goldstein (1975) studied this effect for a single jet
using an impingement cooling effectiveness parameter to characterize the adiabatic
wall temperature,T,,, for a fully developed, confined jet in crossflow. Goldstein et
al. (1990) conclude that the heat transfer coefficient is independent of the jet
temperature and the ambient temperature if the adiabatic wall temperature is used as
a reference in the definition of heat transfer coefficient. The definition temperature
used to determine the heat transfer coefficient varies in the literature. Andrews and
Hussain (1984) recognized the influence of this variation on design correlation
coefficients and suggested the use of a log mean temperature difference between
impingement plate temperature and jet plenum temperature. Jones (1991) and Kim
et al. (1993), among others, suggest the use of a recovery temperature, representative
of T, to standardize this problem throughout the turbine industry.

Gardon and Akfirat (1965, 1966) studied the influence of turbulence in
determining the heat transfer characteristics of an impinging slot and round jet. They
showed the peak heat transfer in the stagnation region occurs at plate to jet spacing
of 6-8d. This was accounted for by the arrival of turbulence from the expanding shear
layers at the stagnation point. After 6-8d, the turbulence level in the shear layer
would be expected to reduce with distance. Astificially increasing turbulence in the

jet using a wire mesh also increased stagnation heat transfer by approximately 40%
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Figure 2.1 Local maximum of Nusselt Number located 0.5d from the
stagnation point [Obot et al. (1982)].

for close nozzle to target plate spacings.

A maximum in local heat transfer which occurs at a distance of 0.5d radially
outward from the stagnation point has been frequently reported in the literature for
sharp-edged, low #d jet holes at low z/d values (below the maximum stagnation heat
transfer z/d referred to previously) (see Figure 2.1). The existence and size of this
local peak in heat transfer are functions of Re; and z/d. Some researchers attribute this
local peak to a minimum in the boundary-layer thickness of the wall jet which is
caused by a local acceleration of the flow [Gardon and Akfirat (1965), Koopman
and Sparrow (1976) and Obot et al. (1979)]. Pamadi and Belov (1980) have
theoretically shown this increase is due to the interaction of the jet with the quiescent

air in the shear layer which is highly turbulent and impinges on the heat transfer
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Figure 22 Influence of zd on secondary peak in Nusselt Number [Baughn
and Shimizu (1989)].

surface. A fully developed jet exit profile is more uniform in turbulence intensity and
velocity and does not display this particular characteristic, as seen in Figure 2.2. Also
discussed in the literature are secondary heat transfer coefficient peaks that occur
further from the stagnation region. Both Obot et al. (1979) and Baughn and
Shimizu (1989) find that a peak occurs at a radial position of about two jet diameters
from the stagnation point for an unconfined impinging jet (see Figure 2.2).
Confinement of jet flow with a top plate causes significant reductions in impingement
beat transfer, with the largest effect occurring at small z/d as shown in Figure 2.1
(Obot et al. (1982)]. Confinement also shifts the secondary peak slightly toward the
stagnation region. Lucas et al. (1992), have produced the only sharp-edged, confined

single jet data which reveals a second peak at a 1.5d distance from the stagnation
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Figure 2.3 Jet profile and peak heat transfer locations under an impinging jet.

point for 2/d = 1 and Re; greater than or equal to 15,000. Gardon and Akfirat (1965)
supposed these secondary peaks mark the transition of the boundary layer from
laminar to turbulent which enhances heat transfer coefficient. Popiel and Trass
(1982) visually show this position also coincides with the point at which toroidal
vortices, formed in the shear region of a jet, strike the target surface suégesting this
is responsible for the increase in heat transfer. Many other flow visualization
experiments also document these vortices [Fox et al. (1993), Kataoka et al. (1982)
and Ho and Nosseir (1981)). Figure 2.3 summarizes the regions of peak heat transfer
under an impinging jet. Most researchers attempt to correlate Nusselt number, Nu,
based on jet diameter to jet Reynolds number, Re;, Prandtl number, Pr, and some
function of geometry. Others present graphs of Nu against distance from the jet centre

line resolved to the capability of the experimental test rig. The work of den Ouden
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and Hoogendoorn (1974) is typical, using a jet produced by a long tube not subject
to crossflow. Plots of Nu against radial distance from the jet are presented for

different conditions. The correlation in Equation 2.1 from these authors is the result

of one of the earliest uses of liquid crystals for temperature measurement. This
correlation for jet stagnation point Nu recognizes the importance of and includes the

effect of turbulence intensity, Tu, measured at the jet exit.

Nu,
RcDO.S

Tu Re)’

2

0.5

- 399 [“‘ Rep J @2.1)
100

= 497 + 348 [

Popiel et al. (1980) also present a correlation for stagnation point Nusselt number.
Here the influences of z/d and Re; are modeled for a fully developed, unconfined jet

with 2 < 2d < 5.

Nu = [0.65 + 0084 (ﬁ)] Re0® Prot @2)

The stagnation point value can be seen to increase continuously with z in this range.
These correlations do not apply to the inlet geometry and jet confinement of the
current experiments. Their experimental geometry and flow conditions lead to
correspondingly higher predictions of stagnation point heat transfer. Some researchers
provide correlations to predict empirically the local value of Nu as a function of radial
distance from the stagnation point. The form of the correlations is often similar to
Equation 2.2 with the exponent of Re increasing from approximately 0.5 under the

stagnation region to between 0.7 and 0.8 away from the jet.
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2.2 Multiple Jet

In comparison to single jets, a study of the heat transfer performance of arrays
of impinging jets involves many more experimental parameters. Test and boundary
conditions investigated differ greatly through the literature and some sources do not
precisely specify all conditions. Obot and Trabold (1987) point out that the
treatment of spent flow from a confined array in different studies have ranged from
unrestricted outflow on all sides to restriction of flow such that it leaves from one side
of a rectangularly bounded impingement surface. Kercher and Tabakoff (1970)
presented some early work on impingement cooling. Using a steady state technique,
they tested the effects of jet diameter, jet spacing and jet-to-surface spacing and
presented the following empirical correlation for average Nu:

1
Nu = &, &, Re Pr® (5)”1 @3)

where m, ¢, and ¢, are determined from graphs derived from their data. The
parameter ¢, highlights one of the major differences between arrays and singie jets.
This parameter is a function of crossflow to jet mass velocity ratio, G/G,. Increasing
G /G, decreases the value of ¢, and hence the average Nu.

Much of the research on impinging jets is centred around the influence of
crossflow, both from spent flow within the array or from an initial source upstream
of the array, on the jet structure and reduction in cooling effectiveness of the jet as

it strikes the target surface [Bouchez and Goldstein (1975), Catalano et al. (1989),
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Stoy and Ben-haim (1973), Sherif and Pletcher (1989) and Scherer et al.(1991)].
Jet interaction, which depends on the spacing of the jet array in both the streamwise

and spanwise direction, can also significantly affect the target surface heat transfer.

As a result, the jet structure observed for the isolated jets is significantly changed in
the presence of crossflow. Moving through an array, for an array with low z/d and
with the spent flow exhausting in one direction, the crossflow at the start of the array
decreases the average Nu [Florshcuetz et al. (1980)]. Row resolved average Nu
exhibits a minimum value early in the array until downstream, towards the flow outlet,
the contribution of the increased crossflow to the total heat transfer can increase the
average Nu for zd = 1. The average Nu decreases through the array for larger z/d
values. Increasing z/d always decreases G /G, for a given average Re; and so the
streamwise distribution of average Nu tends to be more uniform. For widely spaced
jets, the array average Nu increases as z/d increases to 2. The average Nu reaches a
maximum level and then decreases as z/d is increased further.

Hole geometry is again important and influences the stagnation point region
and,toalwserextent,thennb\ﬂw.zlevelintheotbcramasofthejet;my. Itis
interesting to note that the crossflow does have an influence on the jet stagnation heat
transfer. Increasing crossflow tends to deflect the jet stagnation position in the
downstream direction. At G /G, values of about 0.4, even the jet exit velocity profile
can be significantly altered [Crabb et al. (1981) and Andreopoulos (1982)]. Also
critical to the influence of crossflow is the arrangement of the jet holes, which can be
either in an inline or staggered configuration.

The University of Arizona and the University of Leeds provide more recent
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work on impinging arrays. Florschuetz et al. (1980-1985) from the University of

Arizona conducted extensive tests on both inline and staggered hole geometries for use
in turbine cooling. Early tests focused mainly on flow fields without initial crossflow

and produced the following correlation for row resolved average Nusselt number:
n 1
Nu=ARe |1 -B||2 G. p,(3) 2.4)
d)\ G,

The constants were determined from best fits to the experimental data. The average
heat transfer levels predicted by this correlation are dependent on local Re,, G /G, and
array geometry. Separate sets of constants exist for both inline and staggered hole
geometries. Further tests by this group produced results for the effects of crossflow
at the eatrance to the array, nonuniform array geometry and different initial crossflow
temperature. The heat transfer data preseated are limited by the experimental method
to spanwise averaged, streamwise resolved values. The presented data give a very
comprehensive indication of the heat transfer characteristics for many different
impingement arrays. The correlation, derived for the case of no initial crossflow, can
be applied to aay array geometry, within specified limits, as the constants A, B, m, and
n depend on the hole spacing and channel height. Andrews et al. (1983-1992) and
Abdul Hussain and Andrews (1990, 1991) at the University of Leeds also
systematically considered the jet impingement problem but the applications they
considered were targeted at combustor wall cooling systems. Initial work used an

apparatus which allowed spent flow to exit on all four sides of the array, but later
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work looked at the effect of crossflow for a single exit plane array. Several
correlations have been presented some, of which are applicable to the turbine situation.
Experiments by Saad et al. (1980) increased the resolution of heat transfer
measurements for a staggered array. Though spanwise averaged, their results clearly
define the peaks of heat transfer beneath the impinging jet and show the downstream
displacement of the peak in h beneath the jet due to crossflow. Holiworth and Cole
(1987) achieved an even better resolution (0.3d) with geometries similar to those
chosen for the present experiments. Their data was also spanwise averaged. A
summary of some of the literature in the field of arrays of impinging jets is given in
Table 2.1. In the table, pitch 1 reported as either x/d and y/d distance between jets
or the open area ratio, A, A, is the ratio of the jet hole area to the opposing target
surface area. With the higher resolution possible by the use of liquid crystals, it is
hoped that the present work will provide a better basis for understanding the heat
transfer bebaviour of arrays of impinging jets. Presently, the spanwise jet to jet
interaction, as well as crossflow influences, are not well understood. The experiments
reported in this thesis provide insight into both areas. '
Florschuetz et al. (1982) and Andrews et al.(1983, 1985) concluded that the
influence of the impingement plate temperature on target plate heat transfer levels
needed to be quantified. In the current work, attention was paid to the careful control
of the impingement plate temperature. Most other rescarch does not report this
temperature. The contribution of this thermal boundary condition to the overall heat
transfer coefficient at the target plate was recently measured by Lucas et al. (1992).

They concluded that beneath a single confined jet at large hole to target plate spacing
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Comparison of Impinging Array Literature.
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and high Re;, the impingement plate heat transfer coefficient can locally exceed the
plenum temperature heat transfer coefficient. The effect is caused by a large
recirculation vortex that encircles the jet and draws air back to the jet flow along the
impingement plate. Significant heat transfer between the plate and the recirculating
gas is responsible for the impingement plate temperature influence on target plate heat
transfer. The present work has succeeded in measuring the impingement plate effect
in an engine representative array of impinging jets.

There are very few computational investigations of the flow field and heat
transfer performance of impinging jets. Recently, Cooper et al. (1993) have done
experiments using a fully developed, unconfined pipe jet, similar to Baughn and
Shimizu (1989), with particular attention to flow details needed to do computational
modelling. Craft et al. (1993) predicted flow field and heat transfer results for this
case using four different turbulence models with encouraging agreement. Kim and
Benson (1992,1993) and Claus and Vanka (1992) both used numerical procedures
to describe the flow field of a jet in crossflow. The results are sufficient to gain
insight into distortion of the jet structure. A recent AGARD Conference 534,
“Computational and Experimental Assessment of Jets in Cross Flow," focused

primarily on the analysis and prediction of V/STOL jets.
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This chapter describes the impinging jet flow field and presents a simplified
crossflow model which allows determination of local Re;. Next, the target surface heat
transfer model used, to include the influence of the impingement plate, is described.
Lastly, a discussion of the liquid crystal theory, with an introduction to the particular
the techniques used in the current experiments to measure surface temperature, is

given.
3.1 Description of the Impinging Jet

The single impinging jet flow can be divided into four distinct regions as
shown in Figure 3.1. The first region, or free jet region, is a developing flow zone
where surrounding fluid is entrained into the jet. This entrainment causes a mixing
or shear region around the jet core which locally reduces the jet velocity and increases
the turbulence level. Initially, the fluid velocity on the jet centreline remains
approximately equal to the nozzle exit velocity and is usually referred to as the jet
potential core. Mixing eventually causes a decay in centreline velocit-y until the
velocity falls to 0.95 of the nozzle exit velocity, defining the end point of the potential
core. In the case of unconfined, free jets this point usually occurs approximately six
jet diameters from the nozzle exit [Baughn and Shimizu (1989)]. For the confined
jet, issuing from a sharp-edged orifice and under the influence of crossflow, this
occurs at less than three jet diameters [Sparrow et al. (1975)]. The jet formed by the
sharp edged impingement plate is very different to that from a long tube supplying a

free jet. One major effect in the former case is the presence of separation which may
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Figure 3.1 Regions of the impinging jet flow field [Jambunathan et al.
(1992)].

mean that the jet diameter is considerably less than the hole size if the flow does not
reattach. This effect would mean that the shear layer would encroach on the potential
core within a shorter distance than in the case of the free jet referred to abo_ve. Other
differences between the two cases are initial flow state in the jet and the different wall
geometries.

If the target plate is further from the orifice exit than the end of the jet
potential core, the region labelled 2 in Figure 3.1 exists. Here, after the end of the
potential core, the axial velocity decreases with increasing distance from the nozzle
exit. Schlichting (1979) reports the fall of the centreline velocity and the jet half
width (width where the axial velocity equals half the centreline velocity) is directly

proportional to the distance from the end of the potential core.
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The third region (3) is known as the deflection or stagnation zone. It is

characterized by a rapid decrease in axial velocity and a corresponding rise in static
pressure. Since local total pressure is conserved in this region outside the boundary
layer, the vertical velocity component is transformed into a radial velocity. The
stagnation zone extends from the jet centreline to a radial distance where the radial
velocity is a maximum. Martin (1977) has shown that the boundary layer thickness
under the jet is inversely proportional to Re’’ and is essentially constant. The
boundary layer reaches approximately one-hundredth of the jet diameter for the
Reynolds number range of these studies.

The last region, (4) in Figure 3.1, is termed the wall jet region. Moving out
from the stagnation point through region (3), the flow accelerates close to the target
wall. This acceleration cannot continue as the velocity distribution between the plates
develops since increasing overall velocity at increasing radius would violate volume
continuity. Through region (4) the flow near the wall decelerates. The positive
pressure gradient keeps the boundary layer laminar in region (3) and transition to
turbulence occurs shortly after entering the deceleration zone, region (4). The wall jet
and free jet boundary layer together form a typical wall jet profile. The wall jet is
associated with higher levels of heat transfer coefficient than are found beneath
normal developing flow on account of the turbulence generated by the shear between
the wall jet and the surrounding air. This turbuience is transported to the boundary
layer at the heat transfer surface.

Arrays of jets, produced from a plate as shown in Figure 3.2, have the same

zones as discussed previously but the interaction of adjacent jets and the pressure of

26

000000ttt e e ]



Chapter 3 - Theory

'
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Figure 3.2 Schematic diagram of the inline array [Van Treuren et al.
(1993)].

crossflow can alter the jet structure at the surface. A crossflow region would exist,
Figure 3.3, upstream and around the previously mentioned regions (1)-(4). As stated
carlier, the wall jet region will still experience higher heat transfer at the target surface
than channel flow in part due to the high level of turbulence whether the ﬂqw remains
laminar or becomes turbulent. Increased heat transfer will also occur between
spanwise jets which exhaust in one direction as the crossflow in this area is
accelerated. The actual wall jet surface coverage will be limited in the upstream and
spanwise direction by crossflow. Behind the jet, separation and vortices occur further
influencing the jet and heat transfer values. Upstream, horseshoe vortices from
jet/crossflow interaction create separation lines which are swept downstream by the
crossflow. Clearly the flow field and heat transfer coefficient distribution under an

impinging jet are extremely complex. Certain simplifying assumptions must be made
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Figure 3.3  Influence of crossflow on impinging jet structure.
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Figure 3.4  Continuous injection model used in the analysis of the flow field
{Florschuetz et al. (1982)].
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to analyze the influence of crossflow on an array of impinging jets.

3.2 Flow Field Analytic Model

This particular analysis follows the analytic model presented first by Martin
(1977) and then Florschuetz et. al. (1982), which replaced the discrete hole array with
a surface over which the flow is uniformly injected (Figure 3.4). The jet velocity, G,
is related to the continuously distributed injection velocity, G;", by the open area ratio,
A,’, in the equation G;" = G;A,". A," is the jet hole area divided by the area of the
impingement plate covered by a single jet. By initially assuming incompressible flow,

the distributed injection velocity may be written:

G/ =4A; Cp 29 (P, - P) G
where C,, is discharge coefficient, P, is the jet supply total pressure, p is the density
and P is the static pressure. A force momentum balance on the control volume results

in:

-26".&‘_2‘:&
(4] 4

dP = (3.2)

where 1 is the channe! wall shear stress. In practice the second term on the right hand
side of Equation 3.2 is small compared to the other terms in the equation for the test
conditions considered. Hence, it was felt adequate to estimate this term using standard
channel correlations. This was borne out by the close agreement between prediction

and experiment (see Chapter 7). A mass balance gives:
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z dG
G = c (33)
Tk
6 - %
Defining the non-dimensional crossflow velocity € ( m +m ] and the non-
wz

dimensional streamwise distance, X = x/L, the boundary conditions for the case with

initial crossflow become:

M

B o — = 3-4
G, (T30 at £=0 349
G =1 at £=1 3.5

where M is the initial crossflow to total jet mass flow ratio. The differential equation

which determines the flow is obtained by combining equations 3.1, 3.2 and 3.3:

G, |, o[dGe
"(‘a‘?)

[

B*G l+f(_L—

&6

= (3.6)
ds

where: .
) V2A,C,L a7
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3.8)

G,

|4 ](c,);(—ar)

For the case of no shear and constant C,, and P, eliminating G;" and P from the

previous equations gives the streamwise jet velocity distribution:

=B(l +Mcosh3i.—Mcth(l-i) (39)
sinhB

Qi@

and the crossflow to jet mass velocity ratio:

_G_£=( 1 )(1+M)sinhﬂi’+usinh8(l-i’) 3.10)

Gj ﬁCD (1 + M) coshBX - M coshB(1 - %)

where X’ = X - (12)(x/L). The case is solved numerically when C,, is not constant
but is a function of G/G; and/or the wall shear term. The friction factor, f, can be
approximated according to Kays and Crawford (1986) using the channel Reynolds

number, Re,, with Re_ regions suggested by Florschuetz et al. (1982):

24/Re, Re, < 2,000
f=| 0079Re?® 2,000 < Re, < 30,000 (3.11)
0.46/Re 02 30,000 < Re_

For G /G, values greater than approximately 0.5, an appropriate empirical model of C,,
is required otherwise, Cp, is considered constant [Florschuetz et al. (1982)]. Solutions
to the differential equation can be obtained by the shooting method using a fourth

order Runge-Kutta method. Provided that the continuous injection model results in
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an injection velocity distribution which is linear over the length of all streamwise
pitches, a very small error is introduced in calculating the discrete injection velocity
from the value of the continuous function evaluated at the jet row centre line, having
taken account of the area ratio. Computer codes were written by the author in Fortran
for the cases with and without friction. Considerable insight was gained into the flow
at test conditions using these computer codes. Agreement between measured and
model predicted static pressure distributions in the present work was excellent as
reported in Chapter 7. This enabled the local Re; to be calculated using this model for

all of the heat transfer experiments.
3.3 Definition of Heat Transfer Model

For the case where initial crossflow is present, most researchers treat the
impingement jet with crossflow as a three temperature problem. These temperatures
are the surface or wall temperature, T, the jet temperature, T, and the crossflow

temperature, T,. Effectiveness, T ;- is defined as:

T, -
Nerossow =
-4

[

\%

3.12)

where T, is the adiabatic wall temperature. The heat flux at the target surface is

given by:

Q@ =hL(1 = N ) (T, = T,) # Mg (T, - T,)] 313
Thus, N ,yemm can be thought of as a temperature difference weighting factor which

quantifies the relative contributions of both the jet and crossflow to the target surface
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heat flow.

Noticeably missing from Equations 3.12 and 3.13 is the influence of the
impingement or array plate temperature on the heat transfer system. In the actual
engine situation, during steady operation this plate would be at a temperature between
the coolant flow and the target surface temperature. Two researchers, namely
Florschuetz et al. (1982) and Andrews et al. (1983, 1985), suggest that the
impingement or array plate temperature, 7, needs to be included amongst the
experimentally matched parameters. Florschuetz et al. initially conducted
experiments with resistance heater wires heating an aluminium array plate. They
observed that varying power levels had no measurable effect on the results. Later
tests with an acrylic resin array plate holder, essentially uncoupling the array plate
from the test rig, showed an effect of the plate temperature on 1,4, at small values
of N.reqtw Where jet flows dominate. Florschuetz et al. concluded that the plate
temperature had a secondary effect on the overall heat transfer coefficient and
recommended that, in future studies, more attention be paid to the carefully controlling
the thermal boundary condition at the exit plane of the impingement jet x-alate. Later
tests [Florschuetz and Su (1985)] compare results from experiments using an
aluminum and acrylic resin array plates and concluded, within the uncertainties of the
experimental technique, the possible effects of heat leak through the jet plate and
lateral conduction within the plate to be insignificant. Therefore, Florschuetz et al.
do not account for this boundary condition and the effects are discounted. Andrews
et al. note that any heating of the array plate can affect the heat transfer processes at

the target wall and cause a significant reduction in coolant flow for a constant pressure
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loss. They also advise controlling the jet exit thermal boundary condition but further

experiments conducted are vague about impingement plate conditions. A careful set
of experiments performed at Oxford University by Lucas et al. (1992) with a single
impinging jet clearly demonstrated the influence of the impingement plate temperature
on the target surface heat transfer. Recirculation regions mapped out with flow
visualization showed convective conditions can exist where heat lost to the
impingement plate can account for as much as 50% of the total target plate heat
transfer. For this reason the present study includes the plate temperature as a
controlled thermal boundary condition.

Due to linearity of the energy equation, if properties and flowfield are
considered to be independent of temperature boundary conditions, superposition may
be used to determine temperature fields and heat transfer to surfaces. Thus, solution
for many boundary conditions may be added to arrive at the solution for the desired
boundary conditions. For the situation considered here a uniform jet inlet temperature
and uniform target plate temperature and impingement plate temperature were used.
This gives three defining temperatures which enables a solution to be -found from
superposition given in Equation 3.14. It should be added that uniform temperatures
are not necessarily required for superposition to apply. A non-uniform wall
temperature develops during the transient experiment. However, the local heat transfer
is determined as though the target wall was uniform at the local temperature. This is
obviously an approximation. At the start of the experiment the wall is at a uniform
temperature whereas at long times the wall will reach the local recovery temperature.

Thus, the analysis will be exact at the early times in the experiment for the wall
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temperature variations will be small compared to the driving temperature potentials.

Two methods may be used to determine the influence of wall temperature variations

on the measurement; firstly, superposition may be employed in a theoretical estimate
as performed by Dunne (1983) and Ireland (1987) for particular cases; secondly, the
heat transfer coefficient may be measured at different times in the experiment, all with
different surface temperature profile histories, and its consistency checked. Figure
S.11 shows a plot of channel heat flux against surface temperature for a location
where an uvpstream wall effect would be expected. The constant slope shows h is
sensibly unchanged t+mughout the test. In experiments reported here the stagnation
region will be necessarily independent of upstream surface temperature variation

effects. The three temperature superposition equation for the current experiments is:

q.;,l(z}-z;)+hc(1'¢-1',)+h’(1;-1',) (3.19)
Rearranging:
(R,T,+h T +h T)
- -y J e c p P _ 3.1
or simply:
q=h(T_-T,) 3.16)

Both the total heat transfer coefficient, h, and the adiabatic wall temperature can be
found in a transient test using the double crystal method of measuring heat transfer

(see Section 3.6.1). For a particular test the following two . quations can be written:
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ho+h +h =h (3.17)

h, T}l +h T.+h T, = T“‘ h (3.18)

A third equation is required and is obtained by altering the jet temperature:
";7},“th¢ +h T,

Tmz h 3.19)

In the case of no initial crossflow, these equations can be simplified. Local

heat flux to the target plate can be described in terms of two heat transfer coefficients.

q=hT -T) + h’(Tp -T) (3.20)
Rearranging:
. G, Rl 321
q (h’+h’)((hj+h) d (321)
or simply:
q=h@T, -T) 3.22)

as before. For the transient techniques used in the current experiments both & and T,
will be evaluated. Thus, for the case with no initial crossflow, only one test is

required to determine the h; and A, using the following equations:

h+h, =h (3.23)
T, + hT, = KT, (3.24)

The present work for which initial crossflow was absent gives the results in terms of

Nusselt number

36




Chapter 3 - Theory
Nu<-hd (3.25)
k
and the jet effectiveness
T -T
Ve = ;*_I_'L (3.26)
i~ r

It is easily shown that the jet effectiveness is the jet heat transfer coefficient, A,
divided by the total heat transfer coefficient, h; + h,. In regions where the jet
effectiveness is unity, the adiabatic wall temperature is the same as the jet

temperature.
3.4 Liquid Crystal Theory

Encapsulated thermochromic liquid crystals have been used in heat transfer
analysis for quite some time [den Ouden and Hoogendoorn (1974), Ireland (1987)
and Wang (1991)]. Essentially, the transient technique takes advantage of the
temperature response of the pitch of the liquid crystal helical stmc;ure in the
cholesteric mesophase [Bonnett (1989)]. As the temperature of the crystal is
increased, it selectively reflects light and typically the wavelength of the reflected light
passes through the visible spectrum. This characteristic can be used to accurately
measure surface temperature over entire areas of the experimental apparatus. The
colour response is calibrated to temperature using a thin foil thermocouple mounted
on the test surface. The encapsulated chiral-nematic material performance is degraded

by chemical contamination and ultra-violet light though it is insensitive to pressure
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and shear changes occurring during a heat transfer experiment. The encapsulation of
the liquid crystal material helps protect it from the effects of applied stresses. The
crystal is encapsulated in small polymer shells with diameters of approximately 10 pm.
The shell is thin, corresponding to only 10% of the capsule weight, and thus, does not
significantly reduce the usefulness of the temperature response. A typical crystal
response time of 3ms has been found, Ireland and Jones (1987), for materials which
have colour plays close to room temperature. An aqueous slurry of these capsules can
be mixed with a binder and sprayed onto a test surface. A monolayer 20 to 30 um
thick reflects sufficient light for the heat transfer experiments. The brightness of the
colour response under fixed lighting does not significantly increase for thicker layers
[Bonnett (1989)].

Under the thermal conditions of a heat transfer experiment, heat conducted
laterally can be neglected compared to heat convected from the airflow. The
temperature rise of the perspex can be found by solving the one dimensional Fourier

equation:

pe, T &I @327
x o

where p is the density, c, is specific heat and k the conductivity of the substrate. The
left hand side of the equation then quantifies the rate of change of thermal energy per
unit volume within the material while the right hand side is equal to the net
accumulation of heat per unit volume due to conduction. It is convenient to define

the thermal diffusivity, o, as:
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« = (3.28)

k_
(L
Thermal diffusivity is a measure of the thermal conductivity in comparison to the

material thermal capacity. The boundary condition at the surface, x = 0, is:

q=h(T, -T,) (3.29)

where T,, is the fluid temperature, T, is the surface temperature, and h is the
convective heat transfer coefficient. The initial condition is that T(x,0) = 7, The
solution is for a semi-infinite domain for which T = T, at x = oo, Solving the Fourier

equation by using Laplace transforms yields:

Ts_Tl = _ oM 3.30
T T, 1 - e erfe(p) (3.30)
with:
p = Ryt 331)
pc, k -

where T, is the surface initial temperature and ¢ is the time. Thus, using a liquid
crystal technique, the surface temperature at a particular time enables the convective
heat transfer coefficient to be evaluated provided all other terms in Equations 3.30 and
3.31 are known. The assumption has been made in this analysis that a uniform
material temperature prevails initially and that the material is sufficiently thick that
the thermal pulse does not travel to the model outer surface within the test time.

Lateral conduction was shown analytically and experimentally to be negligible by
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Dunne (1983). Both Dunne and Ireland and Jones (1985) state errors in lateral
conduction will be unimportant provided that the second derivative of heat transfer
coefficient with respect to distance along the surface is small compared to the value
of heat transfer coefficient divided by the square of the thermal diffusion depth. For
heat transfer distributions which change rapidly with distance the test time must be
short to minimize the thermal diffusion length. In the present experiments the
stagnation zone is the region most influenced by lateral conduction. Estimates of the
second derivative of heat transfer coefficient with respect to distance along the surface

show lateral conduction is negligible at this point.
3.5 Steady State Technique with Uniform Wall Heat Flux

One of the most common methods for measuring array heat transfer coefficient
described in the literature is a steady state technique which uses a uniform wall heat
flux [Florschuetz et al. (1980), Andrews et al. (1987), Obot et al. (1979) and Saad
et al. (1980)]. Since this technique is the most widely used, it is important to
understand this technique when comparing steady state experimental data with the
current transient experimental data. This steady state method generally consists of an
air supply, a flow metering section for determining the jet Reynolds number,
interchangeable jet impingement plates for investigating various geometries and a
heated target plate. A single instrumented target plate usually consists of multiple
segment heater strips with the longest dimension perpendicular to the exhaust flow
direction. The heater strips are insulated to minimize lateral conduction as well as

heat lost from the apparatus. Radiated heat transfer is either accounted for or shown
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to be negligible. The power level into each heater is monitored allowing the thermal
boundary condition (heat flux) at each pad to be known. The target plate surface
temperature is monitored using thermocouples. Knowledge of the heat flux, the jet
temperature and the wall temperature allow the heat transfer coefficient to be
calculated. A limitation of this technique, however, is that heat transfer coefficients
are averaged over the heater pad. Spanwise average results from jet arrays show
trends in heat transfer coefficient in the major flow direction only. The measurement
resolution can vary depending on the jet diameter and width of the heater pad. A low
resolution experiment obscures local variations due to the complex flow field. There
are reports of problems which can occur in accounting for heat conduction through the
interfaces between heater strips. Most importantly, it is typical for the test rig to
require a substantial amount of time to achieve thermal equilibrium before data can
be obtained.

More recently several steady state experiments have used liquid crystal
technology to measure surface temperature [Baughn and Shimizu (1989), Li et al.
(1988), Lucas et al. (1992) and Goldstein and Franchett (1988)].- In these
experiments, a thin metallic coated heater is used to provide a continuous uniform heat
flux. The heater coating is chosen to be sufficiently thin to render lateral heat
conduction negligible. The experimental technique is similar to that discussed in the
previous paragraph. By setting a power level on the crystal coated heater, an isotherm
appears on the target plate. A series of local heat transfer coefficient conditions are
obtained over the target surface by using several power settings. The contours provide

a better understanding of the impinging jet flow field than average results discussed
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previously. Since only one isotherm at a time can be seen using a single liquid crystal
material, in order to get meaningful data for a particular jet Reynolds number many
tests must be performed. Each test can take tens of minutes of settling time and this
seriously restricts the data rate. As for the transient method, discussed in Section 3.6,
care must be taken in the use of liquid crystals. The crystals must be correctly
calibrated, and, since the crystals are sensitive to ultraviolet light, their calibration and
response must be checked over the duration of the test series. Since liquid crystals
operate by reflecting light, the light intensity from the coated surface is directly
proportional to the illumination intensity. The resulting patterns must be recorded
optically. An image processing system can help simplify data acquisition and reduce
the time necessary to process the data {Baughn and Yan (1991)]). The transient liquid
crystal technique was applied to the current experiments since it has a significantly

higher data rate than steady state methods.
3.6 Transient Liquid Crystal Technique

The transient technique allows the local heat transfer coefﬁciet;ts over the
entire surface of the target plate to be found in a single, short duration experiment.
Initially, room temperature air flows through the test section, Figure 3.5, and the flow
rate is adjusted to match flow during the heat transfer experiment. Flow is then
diverted through the bypass and the electrical heaters switched on. The heat transfer
experiment starts when air is rapidly diverted back through the test section, thus
achieving a necessary step change in gas temperature. As the air passes over the test

model surface, the surface heats up and passes through the liquid crystal colour
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Figure 3.5 Experimental apparatus [Van Treuren et al. (1993)].
display temperature. As the surface temperature increases, isotherms (which are seen -
as contours of constant colour) move over the surface. The time taken for the surface
temperature to reach the colour display temperature enables the local heat transfer
coefficient to be calculated. The areas that change colour soonest represent the areas
of highest heat transfer (for example, directly beneath an impinging jet). Throughout
each experiment, the contours move from areas of high heat transfer to regions of
lower heat transfer. The test is recorded on video tape using a standard domestic
video system. The time necessary for the colour to change at a given point, together
with a knowledge of experimental temperatures, enables the local heat transfer
coefficient to be calculated. Certain conditions are met to simplify the thermal

analysis. Firstly, before the test begins, the complete perspex model must be at a
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uniform temperature. Obviously, room temperature variations could affect the initial
target plate temperature and care is taken to ensure that the room temperature remains

uniform. One factor which limits the duration of the experiment is the time taken for

the thermal pulse to travel through the target plate material. A 12mm perspex plate
has a characteristic time, #/0., [see Schultz and Jones (1973)] which permits test
times of up to two minutes. It is also important to ensure that the change in gas
temperature at the start of the test is close to a step change. In order for this to be
achieved, flow establishment times must be short compared to the time for the liquid
crystal to change colour. In the design of the present experimental apparatus the
inclusion of an independently controlled plate temperature added another challenge.
Since the jet plenum and impingement plate are at different temperatures, the adiabatic
wall temperature and the heat transfer coefficient are unknowns. To solve this system

requires a special application of the transient liquid crystal technique.
3.6.1 Double Crystal Technique for Intensity History

The double crystal technique uses the peak value of intensity or- brightness
reflected from the liquid crystal surface. This intensity peak, occurring at a measured
test time and previously calibrated to a known temperature, uses the analytic solution
given in Equation 3.30 to determine both the unknown heat transfer coefficient and
unknown 7,,. It was originally used to account for surface temperature non-
uniformity in a heated model, Jones and Hippensteele (1987), and the technique has
been adapted in the case of impinging jets to measure driving gas temperature. A

coating which is a combination of two separate liquid crystal materials is used to
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indicate two temperatures. [Equation 3.30 can be written twice and the two
simultaneous equations solved for 4 and 7,,. Ireland and Jones (1987) found that
the technique is sensitive to experimental uncertainties and requires accurate
temperature measurements and precise determination of the colour change times.
Video image processing introduced by Wang et al. (1993) greatly improved accuracy
of the later measurement. Care must be taken in choosing the crystal temperatures to
minimise experimental uncertainty. Crystal temperatures must be sufficiently
separated and the difference between the gas and crystal temperatures must be large

enough to minimize errors.

3.6.2 Analytic Solution for Hue History

The near complete surface tempei'ature history, provided by the variation in hue
(colour) with temperature, in a sense, over specifies the problem by having more
information than necessary to determine k and T,,. It can be easily seen that only two
temperature time coordinates need to be selected and processed using the procedure
outlined previously. A better processing method uses a regression procedt;re to chose
values of h and T, to produce the best fit of T, calculated using Equation 3.30 to the
measured temperature history. The technique is discussed in detail in Chapter 5 and
the uncertainty, as has been described in Wang et al. (1994) and reported in Van

Treuren et al. (1994), in Chapter 6.
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CHAPTER 4 - EXPERIMENTAL DESIGN

This chapter details the experimental design and modifications required to the
Oxford University internal cooling test facility to accommodate an array of impinging
jets. [Engine representative conditions gave initial constraints to the experiments.
Once final design parameters were decided, the actual impingement plates were built
and installed. Modification to the test rig included design of a new orifice plate, water
circulation system, and control panel. Finally, the selection of appropriate liquid

crystals enabled the collection of accurate data to begin. For clarification, use of the

term "jet row" generally refers to a line of jets perpendicular to the crossflow.
4.1 Initial Design Constraints

Impinging jets of air have been widely used in the cooling of turbine blades

for many years. A survey of some array geometries, both inline and staggered, and

Table 4.1 Summary of engine array geometries and conditions.
L Parameter Engine Rolls-Royce Model

vd 1.5-42 1.2-6.6 1,2, 4
x/d 4-14 1.1-15.6 8
y/d 4-12 34-122 8
&d 31-12 S5-12 1.2
Re; 3600 - 17,800 3500 - 42,000 3500 - 40,000

d (mm) 25 - .66 5

y; (m/s) 46 - 208

p (kg/m**3) 12
M 23-.55
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conditions for existing engine designs are given in Table 1. Shown are some engine
data from the literature survey, Rolls-Royce data, and the eventual values selected for
the test model. The choice of diameter fixes the actual physical size of the test rig
and massflow requirements and its selection will be discussed below. The chosen
channel height to jet diameter ratios, z/d, are representative of the range found in
actual engines with the most common z/d being 3.0. The choice of the ratio of
streamwise distance between holes to jet diameter, x/d, and the ratio of spanwise
distance between holes to jet diameter, y/d, are representative of a widely spaced
array. For the present design, the array jet spacings were x/d and y/d ratios, or pitch,
of 8 and 8 respectively. The impingement plate thickness to jet diameter ratio, #d,
in engines is mostly on the order of 1 and a value of 1.2 was chosen for the present
work. The range of Re; is quite large and it was planned to develop a test rig which
would encompass the range 3,500 - 40,000. Many impinging array designs have
initial crossflow to jet mass velocity ratios, G/G;, of 0 indicating no crossflow is
present at streamwise jet row number one. Other designs have spent flow from
upstream impingement zones influencing the first streamwise jet row. 'i‘he present
apparatus was designed to be capable of obtaining an initial crossflow G/G; of up to

1.0 at streamwise jet row number one.

4.2 Impingement Hole Geometry

The exact geometry of the hole edge at the entrance to the impingement jet
hole is of importance to the impingement array thermal performance. Benedict et
al. (1974) and Hay et al. (1987) both show that changing from a sharp edged inlet to
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a rounded inlet increases the discharge coefficient. Obeot et al. (1979) showed that,
for short nozzles (#d = 1), a sharp-edged nozzle gives at least 20% higher Nu
averaged over the target surface than a rounded nozzie for a z/d = 4. This effect was
shown to be due to the influence of inlet geometry on the mean velocity and
turbulence profiles at the nozzle exit and resulted in the sharp edged nozzle yielding
a higher average Nu for values of z/d up to 8. The smaller the value of z/d the more
pronounced the difference. They point out that most researchers do not report the type
of edge used in testing. Jet hole edges can greatly influence both the turbulence
intensity and velocity at the jet exit. Both Gardon and Akfirat (1965) and den
Ouden and Hoogendoorn (1974) also show increases in Nu with increasing
turbulence intensity. The selection of an inlet hole geometry for the current
experiments was then predicated by the type in use in current engines. Three sample
blade inserts, supplied by Rolls-Royce, were examined using a Scanning Electron
Microscope (SEM) to determine the geometry of the hole inlet. The results are shown
in Figures 4.1, 4.2, and 4.3. All of the holes were laser drilled and the blade inserts
themselves were from operational engines. ~

Sample blade insert A, in Figure 4.1, has a inline array on the blade suction
surface with each streamwise jet hole offset slightly toward the trailing edge with
outward blade radial position. At the suction surface, the impingement insert has a
jet hole diameter of 0.48mm and a thickness of 0.36mm which gives an #d = 0.75.
The streamwise and spanwise spacing of the array is 7d and 5d respectively and the
nrvmber of holes in the streamwise direction varies from 2 to 6, with the maximum

occurring at the midspan region. On the pressure surface, the jet hole diameter is
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Figure 4.1  Sample blade insert A: suction surface, pressure surface and jet hole
(jet bole image from Scanning Electron Microscope).
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8915 25KV z2edum:

Figure 4.2  Sample blade insert B: suction surface, pressure surface and jet hole
(jet hole image from Scanning Electron Microscope).
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Sample blade insert C: planview and jet hole (jet hole image from ‘
Scanning Electron Microscope).
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0.95mm and the holes are arranged in an inline array with three jet rows at the

midspan region. The first two jet rows have a spacing of 2x3 and the third is located

4d downstream. Examination of the inlet edge of a suction surface jet hole,

representative of laser drilled holes on the blade, reveals the edges to be sharp and the

shape circular.

Sample blade insert B, in Figure 4.2, has a jet hole diameter on the suction
surface of approximately 0.42mm and thickness of 0.46mm giving an #d = 1.1. The
arrays are arranged in a staggered configuration. The surface has a maximum of six
jet rows in the midspan region that have a spacing which ranges from 6x6 to 3x3 at
the hub and tip. The last jet row is located approximately 14d downstream of the
previous jet row. This last row of jets begins a new impingement zone which the
spent flow exhausts out the blade trailing edge. The upstream array flow exhausts
through film cooling holes and thus, would never influence the last streamwise jet
row. The pressure surface spacing is 3x3 in the midspan region with a maximum of
7 jet holes at this location having a diameter of 0.48mm. This number of jet holes
decreases to three at the tip. Near the blade hub, the spacing increa;ses to 6x6
decreasing the number of jet holes to three and four depending on the row. Again,

a gap (in this case 11d) exists between the fourth and fifth jet rows at the midspan

region that extends over the entire insert in the radial direction. The inlet in this
sample also appears circular and sharp-edged.

The last sample blade insert, C in Figure 4.3, is an inline configuration with
a jet hole diameter of 0.3mm and thickness of 0.32mm giving an #d = 1.06. This

section had a spacing (larger dimension to smaller) of 3x4 with at least 22 holes in
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LASER ACOUSTIC

Figure 4.4  Laser and acoustically drilled hole comparison [DeMeis (1991)].

the larger dimension and 10 in the smaller dimension. Of the three samples, this
insert had the most irregular inlef <dge where small portions of the material had flaked
off. Based on the samples, a circular jet hole with sharp edges was chosen for the
current experiments as representative of current manufacturing technology. This type
jet hole inlet also allows comparison with data from other work found in the literature.
In the future, the use of acoustic methods would produce a very well defined edge
(Figure 4.4). Alternatively, investment casting of impingement holes could be used

to produce a radiused corner.

4.3 Similarity Considerations

Similarity analysis is used to ensure that the experiment accurately models the

engine conditions. The first step in the dimensional analysis is to identify the
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Geometry -d,x,y,z

Figure 4.5  Significant parameters for determining heat transfer coefficient
which were used in the similarity analysis.

parameters which determine the flow field and the temperature fieid for the jet array.
The significant parameters which determine the heat transfer coefficient, Figure 4.5,

are:

h=h(P,,T,,P,,T,,R,c,,u,k,d,Py,z,x,5) (4D

Given these 14 parameters, Buckingham’'s Pi theorem can be used with the
fundamental units chosen as M, L, ¢ and 0, to show that the 10 independent

dimensionless groups may conveniently be chosen as:
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hd _hd P, f_g _7_'._,_ 6 T kp ¢ . x 1(4-2)
k k\P, P T k &£p2 R d d d

This relationship can be thought of as:

Nu = Nu (Exit Mach, Inlet Mach, Temperature Ratio, Pr, Re, Y, Geometry) (4.3)

Matching geometry is achieved by scaling existing engine configurations. The ratio
of specific heats, ¥, is matched because cooling air usually comes from the latter
stages of the compressor prior to combustion and has the same value of ¥ as
atmospheric air. The Prandtl number, Pr, varies little with temperature and pressure
and is sensibly the same at the atmospheric conditions used in the apparatus as it is
in the engine. Representative engine temperatures would be approximately 925 K for
the jet plenum and 1050 K for the target surface (inside surface of the turbine blade)
temperature. When initial crossflow is present in the array, it would have a
temperature, after leaving the plenurn, between these two temperatures. This is
because it would have picked up some energy in cooling locations upstream of the
array under consideration. It was planned to approximate the absolute temperature
ratio of jet plenum to initial channel crossflow by using a T higher than T,. Absolute
temperature ratios, 7/T,, T/T, and T/T,, are close to unity for both the engine and
experiment. In order to estimate the effect of not matching temperatures, the approach
of Kays and Crawford (1980) was used. They suggest a property ratio scheme

to account for the effect of the variation of the transport properties with temperature
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on Nusseit number. This scheme corrects the constant property value by multiplying
by a ratio of surface to freestream temperature raised to an exponent. This exponent
depends on the type of flow considered. For this experiment, the freestream to surface
temperature ratio is furthest from unity at the start of the test. The difference between
Nusselt number correction factors for the engine and experiment is always less than
2% for the turbulent boundary layer. Under a stagnation point the difference is less
than 1%. Thus, the influence of the absolute temperature ratios is small. The present
apparatus will be adapted to investigate the influence of initial crossflow in future
experiments.

Assuming that air behaves as a perfect gas (constant y and R) and that viscosity
is proportional to the square root of temperature, it can be shown that if both Mach

number and Reynolds number are matched then:

Prodet Dmodet = Pengine Fungine @4

where d is the jet diameter and p is the density of the coolant at stagnation (or supply)
conditions. Using an engine representative density of 12 kg/m® and engine diameters
between 0.25-0.5mm yields model diameters of 3.0-6.0mm for a model density of 1
kg/m’. For conditions with high it¢, and large channel height (/d > 1), the pressure
drop through the array is mainly across the jet holes rather than along the channel.
At sufficiently low exit pressure, choked flow occurs at certain jet holes. For engine
conditions with high Re; and small channel height (z/d = 1), the channel itself can

choke. Compressibility was encountered but, for the present range of average Re; and
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jet hole diameter, choked flow did not occur across the jet holes.

One parameter missing from the similarity considerations is the Biot number

defined below as:

Bi = < 4.5)

This is a parameter which provides a measure of the temperature drop in a solid
material relative to the temperature difference between the surface and the fluid. A
Biot number, Bi, << 1.0 would mean the material is at a uniform temperature for the
characteristic dimension of thickness. A large Biot number would indicate the
material has a temperature gradient across its thickness. In the current experiments
the scaled Biot number would still be sufficiently small not to be a factor. In
addition, one of the boundary requirements for the experiment is holding the
temperature of the impingement plate constant which, in a sense, forces the Biot
number to be small and therefore not something which needed to be matched between

the engine and experiment.

4.4 Array Geometry Selection

Specification of the array geometry consisted of determining the number of
streamwise jet rows, spanwise jet rows and jet hole diameter. These parameters fix
the physical dimensions of the test section. An acceptable solution had to be found
within the limitations of the flow capacity and heater capacity of the existing system.

The most recent uses of the transient test rig have been described by Wang (1991)
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and Byerley (1989). The existing hardware consists of an inlet containing electric
heaters rated at 36 kW connected to a heater plenum. The maximum possible
dimensions of the test section are 2.2 metres long and 0.6 metres wide. The test
section can accommodate various depths up to 0.12 metres connecting to an exhaust
outlet. Air is pulled through the transient rig from atmospheric pressure to 0.1 bar
absolute with a water ring pump which is capable of a volumetric flow rate of 0.471
m®/sec. Massflow through the system then depends on the density present at the water
ring pump making it necessary to limit pressure loss in the system. A bypass system
is connected between the heater plenum and pump to enable the heaters to reach
thermal equilibrium before the transient test starts. A system of gate valves control
the actual flow conditions during the run and bypass phases. Fast acting valves, which
operate within 0.1-0.2 seconds, switch between conditions. The present experiments
required that extensive modifications were made to this rig to study several different
impingement arrays with adjustable initial crossflow to jet mass velocity ratios. In
addition, it was intended that the jet temperature could be adjusted relative to the
crossflow temperature and that there be a means of keeping the jet imping.emcnt plate
temperature constant.

With these constraints in mind, a series of spreadsheets was written to explore
various designs in an analysis of the flow which included compressibility and viscus
pressure loss. Given the engine representative parameters previously discussed,
various array geometries were investigated which sought to maximize hole diameter
using available massflow. With the combined maximum values of Re;, initial G /G,

and z/d, the airflow requirements were used to determine the maximum jet hole
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diameter possible within the design constraints. The analysis showed that, at the very

highest Re; and lowest 2/d, the tunnel exit would choke. This condition required a
larger scale to achieve Re; without choking the tunnel exit. At the larger scale, the
apparatus required a high massflow which would encounter a pump capacity
limitation. More rows of holes in an array configuration also requires more massflow.
The array would not be engine representative if too few rows of holes were used.

The first step in determining the final array geometry was to decide the number
of streamwise and spanwise rows. The chosen inline array configuration had five
spanwise rows and eight streamwise rows giving a total of 40 jets. Five spanwise
holes ensured that the centre streamwise row would be free from wall influences. The
cight streamwise holes were engine representative and allowed sufficient streamwise
distance to observe the effect of crossflow influencing the jets as noted in the
literature. The stagéered array had four fewer holes as the even numbered streamwise
jet rows were offset half a pitch in the spanwise direction. Florschuetz et al. (1980)
experimented with staggered arrays and concluded it was not necessary to include half
jet holes at the sidewall to make the flow field insensitive to edge effect-s. For this
reason, half holes were not included in the current experiments.

Fixing the number of holes then enabled the jet hole diameter to be
determined. A value of G/G; = 1 at the first streamwise row and a 2/d = 4 and Re;
= 40,000 corresponds to the condition requiring maximum massflow. A jet hole
diameter of Smm allowed most test conditions to be covered. It was anticipated that
rig limitations would be encountered at the low z/d and high Re; conditions depending

on the channel friction factors. In addition, it would prove difficult to cover the high
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Re, high z/d experiments because of pump capacity limitations. The array plates used
are shown in Figure 4.6 for the inline array and Figure 4.7 for the staggered. The

diameter chosen gives the model an approximate scale of 10-20 times actual engine

size. Having chosen the pitch, the widely spaced jet array plate (8x8 pitch) then
required manufacture of a 1.5m long, 0.2m wide array plate with a 0.7m section ahead
of the array of impingement holes which connects to the heater plenum. The array
itself is midway along the plate to allow fully developed flow to be achieved ahead
of the array and sufficient downstream channel for future studies of impingement with

other methods of heat transfer enhancement.
4.5 Orifice Plate Design

The jet plenum feed, orifice, insulation, and water circulation system are shown
in Figure 4.8. To minimize pressure loss through the rig and ensure sufficient
massflow, 4 inch diameter pipework was used to supply heated air to the jet plenum.
The air passed from the heater plenum through a gate valve which will be able to

- regulate the amount of air from the heater box during future tests ;vith initial
crossflow. This valve was always fully open during tests with no crossflow initially.
Downstream of this valve the air enters a 4 inch tee section which included another
4 inch gate valve to allow cooler room temperature air to be mixed with the heater air.
In this way a plenum temperature which is lower than the initial crossflow temperature
can be achieved. For tests without initial crossflow, this valve was fully closed.
Downstream from where the two flows combine in the tee is another 4 inch gate valve

which will be used to control the total flow to the jet plenum in tests with initial
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Figure 4.6 The inline array plate connected to the exhaust pipe.

Figure 4.7 The staggered array plate connected to the exhaust pipe.
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Figure 48  Rearview of the experimental apparatus showing orifice, insulated
pipework, jet plenum and water circulation system.

Figure 4.9  Detail of the inlet to the jet plenum box.
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crossflow. For tests without initial crossflow this valve was fully open. From this

point, 4 inch diameter PVC pipe was used to route the heated air to the plenum. The
PVC pipe has an upper temperature limit of about 70°C which is above the required
jet temperature. A gate valve downstream of the test section set the flow required for
the actual test. Another gate valve in the bypass controlled the flow during the heater
warm up phase for the tests with no initial crossflow. An orifice plate meter designed
to BS1042 was included in the 4 inch pipe. To minimize pressure loss in the jet
plenum feed pipework a different orifice plate was used for each required Re;. The
internal diameter of orifice holes used caused a pressure loss of less than 4 inches
water gauge at the jet impingement hole. All piping was covered with 2 inches of
fibreglass insulation to minimize heat loss to the test room (which could influence
initial reference temperatures for the target surface) and to decrease the time required

to achieve a steady pipework temperature upstream of the plenum.

4.6 Array Plate Manufacture and Water Circulation System

The requirement to hold the array plate temperature constant during the test run
meant that the test plate had to be actively cooled. Since the plate thickness to jet
diameter ratio was fixed at 1.2, this engine geometry was reproduced with a hole
diameter of Smm using a thickness of only 6mm.

Brass plates 1.5mm thick were chosen for the inline array as the outer panels
leaving a 3 mm wide interior channel. The selection of brass as the plate material
allowed the impingement plate to be soldered together. Even limiting the maximum

design gauge pressure to 1 bar, meant that internal supports were needed to reduce
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plate deflections to an acceptable level. Analysis from Young (1991) led to the-
inclusion internally of 1cm wide strips at Scm pitch on centre line in a streamwise
direction. The jet holes were formed from brass tubes reamed to Smm internal
diameter and machined to include a shoulder at each end to enable the tube to be
soldered to the brass plates. Estimates of convective heat transfer to the plate based
on reasonable estimates of the channel velocity showed that a limit of 1°C temperature
change through the plate required 3.8 kg/sec of water. The pressure difference
required to achieve this flow rate, including frictional losses in the channel and piping,
was 2.5 bar which was too high for structural reasons. Dropping the flow rate by 50%
increased the plate temperature difference to 2°C and dropped the required pressure
difference to 0.6 bar. The actual water temperature change across the array test
section would be much less. Slight bowing of the array plate which developed during
manufacture was alleviated by a system of levered clamps which bent the array test
section back to the flat condition. External plate stiffeners were used elsewhere.
Once built, the array plate was pressure tested to check integrity. At around 8 psi
several pinhole leaks occurred at the array holes. Heating up and cooling (-10wn of the
plate along with stresses induced in handling the plate were sufficient to cause
cracking of some of the soldered joints. A technique for sealing these leaks was
developed using Locktite Engineering Adhesive 290 with an internal vacuum. The
first system installation used positive pressure water circulation and consisted of a
water storage tank, pressure gauge, associated pipework and valves and a pressure
relief valve set at 0.5 bar as a safety measure. When operated, the plate temperature

would increase slightly over a period of tens of minutes but during the short duration
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of the transient test its temperature could be taken to be constant. Since the purpose

of the water cooling system was to maintain a constant plate temperature during the

test, no attempt was made to regulate the temperature other than putting ice into the
main water storage tank to maintain a water temperature close to the perspex initial
temperature and avoid the jet plenum influencing the target surface during the bypass
phase.

When the rig was first operated, the subatmospheric tunnel channel pressure
increased the pressure differential between the plate and channel which caused leaks
to develop. A decision was made to use the pump to pull the water through the array
plate and operate the water channel at subatmospheric pressure. This met with great
success and all the water leaks were stopped. The pressure relief valve was removed
and a vacuum gage included upstream of the array plate. This gage indicated the
water driving pressure difference and allowed leaks to be detected when the vacuum
level dropped. Figure 4.8 shows the water circulation system used.

The staggered array used a different method of construction. To avoid the
buckling problem caused by localized heating of the plate during soldering-, a bonding
adhesive, Locktite 580, was used to glue the plate together. This material was similar
to the material used to fix leaks for the inline plate though more viscous and with a
much higher strer th. The plate material was Dural and bracing and hole
manufacture was essentially the same as for the inline case. Two small leaks occurred
initially on end seams. These were quickly fixed by applying the viscous adhesive to
the seam. The standard system vacuum was used to draw the material into the leak

and, when the vacuum gauge had achieved its normal (sealed) operating value, the rig
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was shut down and left overnight. No further problems were noted. The glue

technique was found to be quite robust and the glue not affected by the water flow.

4.7 Plenum/Bypass Design

The plenum was designed to provide a uniform flow of heated air to the jet
array. The final plenum configuration consisted of a 0.5 m x 0.5 m x 0.2 m box made
of 1 mm thick galvanized steel (see Figure 4.9). It was bolted to the outside of the
brass array plate and centred over the array itself. The plenum acted as a large
stilling chamber and produced a feed geometry which is representative of that used
in engines. Between the air entrance to the plenum and the jet impingement plate was
a flow straightener, a perforated metal which includes 4.5mm diameter holes of
Al Agntace = -39761. The perforated sheet was sufficiently far from the jet inlets to
allow the multiple jets formed enough distance to mix out prior to entering the jet
holes.

Heating the plenum during the bypass phase to an equilibrium condition also
proved to be a challenge. Consideration of the plenum velocities expe;:tcd during
testing showed that buoyancy forces were significant at low Re;,. Care was taken to
select the correct plenum material to minimize heating times. A study was done to
calculate insulation heating times and equilibrium temperatures. By using 1 mm steel
with 1 inch exterior polystyrene, the Biot number of the plenum wall was kept low.
Plenum heating times were on the order of 45 minutes to one hour for low flow rates.

At the start of the design process there was concern that heated jet plenum air

during the bypass phase might disturb the initial temperature uniformity of the target
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plate. A shutter system was designed to effectively isolate the jet plate from the
plenum. This shutter proved hard to seal and its operation was somewhat difficult in
practice. During tunnel commissioning, it was found that the shutters were not needed
because a subatmospheric plenum pressure during the bypass phase ensured a small
amount of room temperature air from the exhaust pipe flowed through the jet holes
from the target surface to the jet plenum. In addition, the water circulation system
operating during the bypass phase also helped to eliminate convective heating of the
target plate.

It was also necessary to design a bypass from the jet plenum to allow the jet
plenum and heaters to reach a thermal equilibrium prior to testing. A pipe
downstream of the flow straightener but before the array plate ducted airflow to the
water ring pump. A gate valve downstream controlled the massflow during the bypass
phase and a fast acting valve isolated the vacuum pump from the plenum chamber.
This fast acting valve was expressly designed for the system (see Figure 4.10). It was
gravity driven and the plunger is held in place by an electromagnet when the valve
was open. Switching the flow through the test section interrupted the elec;tric current
to the electromagnet and caused the plunger to fall. The time required for the plunger
to fall was approximately 0.15 seconds. During the switching, which initiated the
transient test, it was noticed the plenum would undergo fluctuations in pressure which
delayed the onset of steady conditions. To minimize the pressure excursions, a rig
controller was designed and built which used timing circuits to sequence the above
plunger *'~!ve and the electrically activated solenoid valves. It was then possible to

tune the timer delays to minimize the flow startup time. A new controller box was

67




Chapter 4 - erimental Design

designed that sequenced the valves, triggered data acquisition and started an elapsed
time signal displayed on the recorded video signal. The switching between rig and
bypass operation was achieved by push button control. Lights were included to
indicate the position of all system valves. A photograph of the control box is given
in Figure 4.11 and a schematic of the control circuit in Figure 4.12. Figures 4.13 to
4.15 show a sample sequence of plenum pressure records taken using a fast response
transducer with three different electric solenoid valve delay times. The delay time is

adjusted by changing a potentiometer setting.

4.8 Crystal Selection and Array Reference Marking

Narrow band liquid crystals were used for the inline array cases. The colour
play temperatures were determined by an iterative procedure which identified different
constraints at different zones under the impinging jet. The heat transfer coefficient
was expected to be highest under the jet and lowest in the channel remote from the
array holes. Times for liquid crystal colour change were calculated using estimates
of heat transfer coefficients and achievable jet plenum temperatures. .This study
confirmed the need for three liquid crystal materials to be used in a composite coating.
The higher temperature pair would be used for the relatively short change times under
the jet where heat transfer coefficient and driving gas temperature would be calculated
using the double crystal technique described in Chapter 3, Section 3.6.1. The lower
temperature pair would be used for heat transfer coefficients occurring in the channel.

Crystal temperatures of 25°C, 30°C and 36°C were selected. A spreadsheet was used

to calculate the local adiabatic wall temperature and heat transfer coefficient. The
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S T

Figure 4.10 The gravity actuated fast acting valve designed to isolate the
plenum exhaust during bypass.

Figare 4.11 Photograph of contro} box.
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Schematic of the control circuit.

Figure 4.12
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Figure 4.13 Plenum pressure record with a short time delay.
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Figure 4.14 Plenum pressure record with a balanced time delay.
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Figure 4.15 Plenum pressure record with a long time delay.
same solution procedure was used to investigate the overall uncertainty in these
quantities for measured quantity uncertainties.

A different approach to liquid crystal thermometry was applied to the data
acquired for the staggered array of impinging jets. A wideband liquid crystal was
used to measure the surface temperature variation throughout most of each ;.xperiment,
The hue signal was calibrated to surface temperature, as described in Chapter 5.
Because of the nature of the information given by a wideband crystal, it was desired
that the temperature spread be sufficient to span the projected surface temperature
range. With a jet plenum temperature around 40°C it was desirable to use a liquid
crystal within a temperature range which extended from the initial perspex temperature
to the plenum temperature. The first experiments for z/d = 1 used a crystal with a

calibrated range of 30°C to 40°C. A second wide band crystal with a calibrated range
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of approximately 25°C to 40°C was used for subsequent tests.

Marks on the target surface were used to provide visible reference locations
for image processing. In the past, the surface was scribed which produced lines which
were visible in the video image. For the current experiments, the target surface was
marked with an acrylic water-soluble white paint manufactured by Polly-S. The paint
was thinned and applied with a Rapidograph pen with nib diameter 0.35mm. Since
the paint is water soluble, it has no effect on the crystal and provides an easily visible
mark. The inline array tests have small "x" marks located midway between jets in
both the spanwise and streamwise directions. For the staggered array, a small dot of
approximately the pen diameter was sufficient to be visible on the video frame. The
dots were placed on each streamwise jet row line at half jet pitches. The smaller size

obscured less of the target surface and smaller pitch improved accuracy.

73
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This chapter describes the operation and commissioning of the Oxford
University internal cooling transient test rig which was modified by the author for the
current series of experiments. Although the capability exists to conduct experiments
with initial crossflow, only tests without initial crossflow were accomplished and are
discussed in this chapter. The potential of the apparatus to investigate the effects of

initial crossflow will be used in future research.
5.1 System Description

The experimental apparatus is shown in Figure 5.1 and 5.2. The existing
hardware consisted of an inlet chamber which housed a 36 kW bank of electrical
heaters connected to a plenum. The heated air travelled through 4 inch diameter pipe
containing an orifice meter to a second plenum which directly fed the impingement
array. This jet plenum, which had dimensions 0.5x0.5x0.2m, included a flow
straightener set parallel to the impingement plate. The impingement plate thickness
to hole diameter ratio was 1.2 and the perspex target plate set at 1, 2, and 4 hole
diameters from the impingement plate. The jet hole spacing was 8d in both the
streamwise and spanwise directions. The array plates were manufactured from sheet
metal and included a water channel which was used to hold the impingement plate
temperature constant throughout each transient experiment. The inline array had eight
rows of Smm diameter holes in the streamwise direction and five rows spanned the
channel. The staggered configuration h;d alternate rows offset by half a pitch which

resulted in a one hole difference between alternate rows. The plate was 1.5m in
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Figure 5.1 Transient test facility with impingement array plate.

Figure 5.2  Schematic of the transient test facility used for impingement array
experiments.
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length and 0.2m in width. A perspex blocker plate was located 4d, or half a pitch,
upstream of the first jet row. This plate spanned the channel and ensured no initial
crossflow was present. Measurements of temperature and differential pressure 210mm
downstream of the last row on the array centreline permitted the massflow to be
compared to that measured at the orifice plate upstream of the jet plenum. Agreement
was usually between 1-3%. In addition, static pressure was measured in the channel
close to each jet hole. This static pressure was used to calculate individual flow rates
at all of the jet row locations. Summing these values and comparing with the value
from the orifice plate yielded agreement better than 1%. A bypass system allowed
heated flow to preheat the pipework and jet plenum to a steady temperature prior to
the test initiation. Surface temperatures of the impingement plate and target surface
were measured using type T thin foil thermocouples. Gas temperatures were measured
using type T 0.003 inch diameter wire thermocouples housed in stems Imm in
diameter. Gate valves set the experimental flow rate and fast acting valves were used
to start the transient test. For the inline array, a coating which combined three
different encapsulated liquid crystals was used to measure the surface ten;perature of
the perspex target surface. Developments in the image processing approach meant
that, for the staggered array experiments, a single wideband liquid crystal was used.
The liquid crystal response was recorded using CCD video cameras positioned outside
the tunnel that viewed through the 12mm thick perspex wall. Ligat transmitted
through the crystal was eliminated by a coating of thermally thin black ink. The
liquid crystal was calibrated in place using thin surface mounted thermocouples fixed

to the surface on top of the black ink. The coating was illuminated by fluorescent

76




_*

Chapter 5 - Experimental Procedure

tubes positioned above and beneath the test section. A frame grabber and associated
software, written by Wang et al. (1993, 1994), were used to determine the peak
intensities in the case of the triple crystal or the hue history in the case of the wide

band crystal.
5.2 Instrumentation

The double crystal method is sensitive to errors in the measured quantities and
a great deal of attention was paid to improving the accuracy of the instrumentation
and to the procedure used to acquire data. At the heart of the data acquisition system
was a DTR 1500 Transient Recorder made by CIL. It was a high speed, 16 channel
A to D converter connected to an IBM PC/AT. A C-language program,
DTRGO.EXE, controlled the interface between the computer and the DTR. Fourteen
thermocouple channels were sampled and these were cold junction compensated to an
accuracy of 0.1°C. A . .npi: ice bath was used which was checked by a calibrated
mercury in glass thermometer. Initially, the static pressure inside the heater plenum
was measured by a Furness Controls FCO44 Differential Pressure T-ransducer.
This pressure was used to match the flow between the bypass and experimental
phases. It was later found that matching the jet plenum pressure or orifice plate
differential pressure provided a satisfactory means of balancing the two flow phases.
These two readings were used to set the flow through the heater during the bypass
phase to be the same as that through the test section during the experiment. Two
SENSYM 142SC01D Differential Pressure Transducers measured both the channel

flow differential pressure downstream of the array and jet plenum pressure. Because

77




Chapter 5 - Experimental Procedure

the transducer response time is very short (0.1 msec), the transducers were used to
determine the onset of initial jet and channel flow and thus test initiation. These
transducers had an output voltage between 1-5V and were directly logged onto the
DTR 1500. For the present experiments, two DTR 1500 channels logged the pressure
transducer voltages while other channels monitored various surface and gas
temperatures. Surface temperatures were obtained by rapid response thin foil 0.05mm
thick type T thermocouples. Gas temperatures were taken using 0.003 inch diameter
wire type T thermocouples in 0.9mm or Imm stems. The heater box and ice bath
temperatures were monitored using Omega Microprocessor Thermometers (Models
CL23 and HH21). The channel static pressure was sampled using a Furness Controls
10 Channel Controller (which switched the transducer between static ports)
connected to an Air-Neotronics Pressure Meter (Model PDM210) having a range of
0-140 inches water. An additional pressure meter (Model PDM204) with a range of
0-19.99 inches water was used to measure orifice pressures. Video images were
recorded by four Panasonic F-10 CCD Cameras on standard Panasonic VHS
recorders. Processing was done on a standard IBM PC/AT computer l;y operating

a computer controlled Panasonic AG-7330 VHS recorder.
5.3 Experimental Procedure

The actual operation of the internal cooling transient rig proved very complex
and care was taken with each test to ensure the data quality. The test procedure was
as follows:

1. Prepare the ice bath and check that the 0°C reference temperature is obtained
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with the mercury in glass thermometer. Insert the thermocouple reference
junctions into the ice bath and monitor the ice bath temperature during all
phases of testing with a hand held microprocessor thermometer.

Check the pressure transducer connections to the power supply and ensure that
the correct voltage is displayed (8V). Check the pressure transducers ports are
connected correctly (jet plenum and downstream array). Check the Furness
Controls 10 Channel Scanner has all the static pressure taps correctly
connected.

Check that the handheld instruments are in place. The 0-19.99 inches water
gauge range pressure meter measures orifice pressures and the 0-140 inches
water gauge range meter measures the jet plenum/static pressure during the
test. The ice bath and heater temperatures are monitored with the
microprocessor thermometers.

Check the video system. All four cameras must be focused and the field of
view set. Check the that video tapes are set to the proper place and the video
timers operating properly. Set appropriate date and start time on the video
timers. Make a run card for visually marking the test run number on the video
tape.

Check the DTR operation. First, ensure that the 14 thermocouples are in their
proper channels. Take the amplifier zero settings for the DTR using
DTRGO.EXE. Sample all channels to get the initial temperature and pressure
transducer levels. A spreadsheet was used to view data files from

DTRGO.EXE.
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Balancing the fast acting valves begins by using the orifice spreadsheet
program to determine the orifice pressure required for the desired average Re;
and desired jet plenum temperature. Next, operate all the fast acting valves
three times to ensure unhindered operation. Check that the heater is off. Start
the water circulation system noting system pressure (10.5 inches Hg vacuum).
With the fast acting valves in the operate condition, turn on the water ring
pump and set the gate valve downstream of the array to the proper orifice
pressure. Stop the water ring pump, set the fast acting valves to bypass and
restart the water ring pump. The gate valve downstream of the bypass fast
acting valve sets the orifice pressure to the required level. Set a resistance
corresponding to a delay time on the control panel and then transiently operate
the system, logging data for approximately 1 second. During transient
operation, check the video timer function and test initiation LED in video
display for camera 3. Using the spreadsheet, determine if DTR and all
channels functioned properly by reviewing the data. Check whether the valve
sequencing time delay is optimised to minimise the pressure disturbance
caused by switching. If the jet plenum pressure is not sufficiently balanced
repeat the process using another delay time.

With valves sequenced and the required flow set, position the fast acting
valves for bypass, start the water ring pump and turn on the heaters. The
bypass flow rate can be increased to decrease preheating time however, prior
to test initiation, a settling time at the desired orifice pressure is required. The

usual preheat time varied from 20 to 40 minutes. During this bypass phase,
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sample the DTR periodically to monitor plate temperatures and system
pressures. Adjust the heater and bypass flow rates. Once the required jet
plenum temperature is reached (or slightly exceeded) check the final flow rate
is correct. Sample all the channels to gain pre-test values. Turn on the video
recorders, display the test card in all camera views momentarily, turn on the
array fluorescent lights and set the computer to the data acquisition mode.
Turn on all room lights with the exception of the fluorescent tube behind the
cameras (to minimize camera reflection). Initiate the test by pressing the
button on the control panel. Check that the video timers are operating and the
DTR sampling data. Two different data sample rates are used. The first rate
samples channels at 100Hz for 0.5 sec to monitor flow initiation and then the
channels are sampled at 1 sec intervals for 2 minutes thereafter.

After 2 minutes, save the data file, stop the video tape recorders and turn off
the array lights. Sample the DTR channels again to get the temperatures of the
orifice and downstream channel at the start of pressure data collection and
again at the conclusion of pressure data collection. Pressure measdrements are
taken at the orifice, downstream channel location, jet plenum, static channel
pressure taps and finally the orifice again. Variation in the orifice
measurement is never more than two to three percent from start to the
conclusion of pressure data collection. The pressure measurement process
takes approximately five minutes.

After all measurements are taken, turn off the heaters, water ring pump and

water circulation system in that order.
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10.  Using the spreadsheets, determine if valves were properly sequenced and if
data was logged properly. Determine the average Re;, required temperatures
and start initiation time for later processing. Run the array simulation program

which uses the flow model to determine local Re;, G,, and G; values.
5.4 Commissioning

An extensive commissioning exercise was performed on the rig prior to
processing the video image data to obtain the heat transfer results presented in

following chapters.
5.4.1 Massflow Determination

After assembly, the entire system was sealed using silicon sealant and leak
checks performed. The orifice plate massflow, total flow predicted from the static
pressure across the holes and the airflow from the downstream pitot static
measurements were checked for agreement. If agreement was not satisfactory, smoke
from incense sticks, which was found not to damage the liquid crystal, v-vas used to
detect air leaks and the apparatus was resecaled. This procedure was repeated until
satisfactory agreement was achieved. Agreement was usually 1-3% between the
orifice plate and pitot static measurements and 1% between the orifice plate and the
flow rate calculated using channel static pressure. The procedure had to be repeated

each time a configuration change was made.
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5.4.2 Plenum Temperature Uniformity/Water Circulation System

The original jet plenum contained a shutter system effectively to seal the
plenum from the channel/array plate during the bypass phase. Eventually, the
problems of rapid shutter operation prior to test as well as an inability to seal the
shutter system during operation led to an alternate method of target surface isolation
from the flow. By allowing a very small amount of bleed air to enter the array
channel from the downstream area, a slightly higher pressure was maintained in the
channel preventing hot plenum air from entering the test section and affecting the
target surface temperature uniformity.

Heated air entered at the rear of the plenum through a perforated 4 inch pipe
which spanned the jet plenum and contained outflow holes which distributed air
uniformly. The air then passed through a flow straightener which ensured a uniform
flow into the plenum just prior to the impingement jet holes. Figure 5.3 shows a
traverse of normalized temperatures across the plenum. During operation, across the
plenum, the temperature did not differ by more than 1°C from the average value. In
the bypass phase, the plenum temperature profile could be significantly affected if too
much air was allowed to bleed back into the plenum. A large temperature decrease
occurred in the vicinity of the plenum bypass outflow as the bleed air entered the test
section from a position downstream of the array. Minimizing this bleed air minimized
its effect on bypass plenum temperature profiles. During testing three thermocouples
located SOmm upstream of jet holes 1, 4 and 8 in the plenum were used to measure

jet plenum temperature at midspan and usually agreed to within 0.5°C. The air
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Figure 54 Measured plenum temperatures compared with experimentally
predicted adiabatic wall temperatures.
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temperature used to process the data was then an average of these three
thermocouples. Figure 5.4 shows this agreement and compares these measured
temperatures with calculated T,, using the double crystal method in the stagnation
region for each row of jets. Here the experimentally calculated temperatures at the
stagnation point based on the intensity history are virtually the same as the measured
plenum temperature as expected.

The water circulation system temperature was controlled by maintaining the
temperature of the water tank with ice. This temperature control, along with reverse
air flow through the impingement plate, was sufficient to maintain the target surface
to within approximately 0.2°C uniformity. Initial tests showed evidence of vertical gas
temperature gradient in the plenum as the bottom jets showed crystal colour play
sooner than the top jets. This temperature variation was never more than 1°C. A
survey of the box wall temperatures revealed two important points. Firstly, where the
plenum contacted the impingement plate, the plenum wall was cooler than the gas.
In other words, there was a plenum wall temperature gradient from the front to the
rear of the plenum. Secondly, a plenum gas temperature gradient cxisted-from top to
bottom. The first situation was corrected by a rubber gasket which thermally
uncoupled the metal surfaces of the impingement plate and plenum box. The second
was remedied by increasing the external polystyrene insulation to a two inch thickness
and by placing a thin sheet of expanded polystyrene on the inside surface. After these
modifications, no vertical temperature gradient in the plenum gas temperature was
noted. Since gas temperature measurements were taken on the plane of the holes of

interest, the plenum temperature was accurately characterized for all tests.

85




Chapter 5 - rimental Procedure

5.4.3 Crystal Calibration

For the intensity processing approach applied to the inline configuration, three
narrowband liquid crystals, R25C1W, R30C1W, and R36C1W, supplied by Hallcrest,
were used to cover the desired experimental temperatures. The intensity method
involved calibrating the three chosen liquid crystals for the peak intensity
temperatures. After the target surface was prepared and installed, the calibration was
performed in place under the heat transfer test lighting conditions. A surface mounted
foil thermocouple, located in a region of uniform heat transfer was used for
calibration. The surface was heated to the blue colour play temperature of the highest
temperature crystal and then allowed to cool for an extended period until colour
disappeared. This colour change was recorded on video at the same time the DTR
logged the thermocouple temperature. The calibration test took about 6 minutes. This
video was then processed to find the three intensity peaks corresponding to the three
separate crystals. Once the times for the peak intensities were known, it was simply
a matter of looking up the thermocouple temperature corresponding to the peak
intensity time. The initial calibrations for the narrowband liquid crystals were 26.1,
30.6, and 35.1°C. Recalibration was performed six months later to check the
calibration and no change was noted. Since monochromatic processing of the peak
intensity signal from narrowband liquid crystals was being used, one calibration was
sufficient for all cameras.

The hue calibration was more complicated. The hue values from crystals are

not sensitive to intensity or illumination levels but are very dependent on angle of
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illumination and observation. The calibration is also dependent on the camera colour
performance. Thus, the calibration must not only be performed in place under
experimental lighting, it must also be done for each camera. Two wideband liquid
crystals, BM/R25C15W/S-40 spanning 15°C and BM/R20C20W/S-40 spanning 20°C,
were supplied by Hallcrest. Again, thermocouples located in areas of uniform heat
transfer were used and the tests repeated until a reliable calibration of hue against
temperature was achieved. Typical hue, saturation and intensity plots are given in
Figure 5.5 with actual calibration data shown in Figure 5.6. Two limits arise from the
calibration between which the hue value increases monotonically with temperature.
The calibrations were averaged and the result is the "camdcal" curve presented in
Figure 5.6.

As a final calibration check, the surface temperature variation predicted from
the analytical solution to the diffusion equation using the experimentally determined

h and T,, is compared with the temperature signal taken directly from the hue history.

5.4.4 Verification of the Tunnel Transient -

The one dimensional heat conduction equation assumes a step change in gas
temperature. Thermocouple traces of the plenum temperature, shown in Figure 5.7,
initially indicated a lag in gas temperature of tens of seconds at low average Re;. The
thermocouples used consisted of 0.003 inch diameter wire in Imm OD steel tubing
with thermocouple wires/junction protruding 3mm from the end. The wires were fixed
in the tube with Superglue, which filled the tube length. It was thought that stem

conduction could cause a problem and a thermocouple of wire diameter 0.001 inches
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Figure 5.7 Typical temperature history of inlet, plenum and plate
thermocouples.
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in a ceramic stem was made and used in the jet plenum. This thermocouple was
expected to have a faster response. Experimental studies conducted with 0.001 inch
diameter wire in a ceramic stem on a test rig giving a known step change in gas
temperature, results shown in _’igure 5.8, indicated that, at the low velocities
encountered in the plenum, the thermocouple time constant was too long to resolve
the rig starting transient. Also plotted in Figure 5.8 are data from a 0.003 inch
diameter wire without a stem showing a much faster response to the temperature
change for all velocities tested. The plenum inlet temperatnre was monitored during
the tests and found not to vary. During bypass phase, the plenum thermocouples were
several degrees lower than the plenum inlet temperature due to the bleed back of air
into the plenum from the cool test channel during the bypass phase. When the valves
were switched to start the heat transfer experiment the plenum inlet temperature
remained constant during the test. Thus, it was reasonable to assume that the actual
air entering the jet hole wés the temperature eventually reached by the plenum
thermocouple during the test. Downstream of the array, as the velocity was quite high
compared to the plenum, the channel gas thermocouple was a good indiéation of the
actual channel gas temperature change with time.

Another check on whether a step change with time occurred was to examine
a surface thermocouple response under a jet. The thermocouple response could be
analyzed in two ways. Firstly, by inspection of the measured temperature with time,
it is possible to determine whether the temperature trajectory does in fact follow one
dimensional heat conduction prediction. Figure 5.9 shows an analytic solution to the

thermocouple data with a value of h = 740 W/m’K and T, = 41.5°C. In the second
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HUE DATA h = 740 W/m**2K and Taw =41.5deg C
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Figure 5.9  Analytic solution to thermocouple data under jet row one (Re; avg =
41,727, z/d = 2; staggered).
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Figure 5.10 Heat flux under jet row one (Re; avg = 41,727; zd = 2;
staggered).
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Figure 5.11 Channel heat flux from a surface thermocouple near jet row four
(Re; avg = 41,727, z/d = 2; staggered).

method, the same data could be used to produce a plot of heat flux against surface
temperature. As the surface temperature approaches the adiabatic gas temperature, the
heat flux falls to zero. Using the method developed by Oldfield et al. (1978), the
prediction of A = 735.3 W/m’K and T, = 41.77°C under row one can be seen, Figure
5.10, to agree with the former solution and predicts very closely the measured jet
plenum temperature of 41.58°C for this test. The hue history calculations at this same
position yield values of h = 736.35 W/m’K and T,, = 42.41°C. Figure 5.11 shows the
heat flux in a crossflow location near jet row four during the same test. Its prediction
of h = 465.6 W/m’K and T,, = 37.07°C closely match the analytic solution to the
thermocouple results of = 461.6 W/m’K and T,, = 37.22°C and also the hue history

values of h = 486 W/m’K and T,, = 37.0°C.
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5.4.5 Jet Hole Discharge Coefficient

Florschuetz et al. (1982) determined that, with no initial crossflow and G./G;
less than 0.5, the hole discharge coefficient was uninfluenced by crossflow and was
insensitive to variation in Re,. The value of C,, was estimated in several ways:-

1. The plenum was pressurized and the flow determined by the orifice plate with
the target surface removed and the holes exhausting to atmosphere. The flow
from all 40 holes was found to be the same. A discharge coefficient of 0.82
was calculated.

2. This is very close to value of C, (0.83) selected to match the predicted static
pressure from Florschuetz et al. to the measured pressure distribution.

3. This value of C, also falls within the range of values, 0.76-0.83, used by
Florschuetz et al. with similarly widely spaced jet holes.

4. The result is also very close to an experimental measurement of 0.81-0.82 by
Hay et al. (1987) for a thick, sharp-edged orifice with no crossflow.

5. McGrehan and Schotsch (1988) produced a model to predict discharge
coefficients for sharp-edged and rounded inlet hole geometry. Their model
predicts a discharge coefficient for the current conditions of 0.80. They also
confirm the insensitivity of discharge coefficient to Re;

6. Proprietary data supplied by Rolls-Royce gave a value of C,, of 0.82 for the
geometry and pressure ratios of the current experiment.

An uniform discharge coefficient of 0.82 was used in the present exper  nts for both

the inline and staggered array. At higher values of G/G; than used in the present
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study, C,, decreases as shown by Florschuetz et al. (1982).

5.4.6 Valve Sequencing

After the first few tests, it was noted that the valve time delay requ:: .0
minimise the flow establishment time could be correlated against average Re;. Figure

5.12 was used to provide an estimate of time delay resistance for subsequent tests.

5.4.7 Channel Velocity and Temperature Profiles

With the smaller scale of the current experimental test rig, channel temperature
profile data are difficult to achieve. In the 4 inch plenum feed pipe, temperature
profiles clearly showed the flow to be well mixed out, especially at the inlet to the
plenum. In the channel, the profiles downstream of the array were fully developed.
Turbulence generated from the jet/crossflow interaction was thought to hasten the

onset of developed conditions.

5.4.8 Transient Start Time Determination .

With the very short crystal change times occurring directly beneath the jets at
the highest Reynolds numbers, it was necessary to assess the effect of the finite flow
establishment time on experimental accuracy. Figure 5.13 shows the channel dynamic
head signal and illustrates the time delay from valve switching to achievement of
steady conditions. For these conditions, it can be seen that the transient lasts for

approximately 130ms. A superposition approach was used to determine the correct
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Figure 5.12 Time delay resistance settings for valve sequencing.
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Figure 5.13 Pressure traces used to determine transient start time.
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time delay to subtract from the liquid crystal data for heat transfer processing. By
approximating the rising heat flux through the tunnel transient by a series of steps, it
was estimated that the error in surface temperature increase, even for crystal change
times as short as 800ms, was less than 5% when a delay of half the flow
establishment time was subtracted from the crystal change times. The flow
establishment time was determined from the logged pressure signals for all test
conditions and one half of this delay ( approximately 60ms) was subtracted from the

times signals from the liquid crystal colour changes.

96




CHAPTER 6 - DATA REDUCTION

The two data processing techniques used to obtain heat transfer results are
described in this chapter. The intensity history technique, used for the inline arrays,
involved the use of a coating consisting of multiple narrow band liquid crystals for
which the surface temperature was calibrated to the peak intensity of a monochromatic
signal. A hue history technique was used for the arrays of staggered holes which
employed a single wideband liquid crystal. For this latter method, a near continuous
temperature history at all target surface locations was obtained by processing a colour

attribute of the video recordings of the surface colour change.

6.1 Inline Array

All liquid crystal colour changes were recorded from a video camera on
standard VHS video tape. Four cameras were used to achieve the necessary spatial
resolution. The video tapes were then processed using software developed by Wang
[Wang et al. (1993)]. The software used a frame grabber to digitize the video tape,
frame by frame, over a specified window for the entire test. One minute of video tape
was typically analyzed to cover most of the target surface. Wang et al. (1993) detail
the equations used to process an intensity signal and a description of the definition of
colour video signals is given here for the sake of completeness. A video signal can
be considered to be composed of three signals. Those are the red, R, the green, G,
and the blue, B, signals. R, G, and B signals can be calculated from the illumination

spectrum, E(A), and reflectance spectrum, R(A), using the following integrals:
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R = f__" EQ)ROM)r(A) A (6.1)
G = [ " EQR)g(A) A (6.2)
B = f " EQOR(M)B() 2 (63)

where (M), g(A), and b(A) are camera filter transmissivities. For a liquid crystal
surface, the reflectance, R(A), is a function of temperature and thus, the surface
reflectance is replaced by R(A,T). The PAL broadcasting standard uses three signals
which are linearly related to R, G, and B. Y is the monochromatic intensity signal and
is defined as:

Y = 0229R + 0.587G + 0.114B i 6.4)

Thus, Y is a function of the lighting, E(A), the liquid crystal reflectance, R(A,T), and
the camera response. Assuming that the illumination at different locations on the
liquid crystal surface varies only in total power and not in normalised spectral

distribution e(A), defined as E(A)/, Y can be rewritten as
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Y = Ir[ " e(M)R(,TH0299r(1)+0.587g(3)+0.114b(A))d 1 (65)

or alternatively

Y =1+ C( (6.6)

The measured Y signal as the liquid crystal changes colour is a function of the surface
temperature and the Y level is proportional to the local strength of illumination level.
Figure 6.1 shows a typical intensity history for the mixture of three narrowband liquid
crystals used in the current inline array experiments. Thus, for any given location, it
is possible with an intensity history to locate the peak in intensity which can be
calibrated to a specific temperature for any liquid crystal. Within the digitized
window it is possible to take individual intensity histories at any target surface
location. Figure 6.2 shows the 133 surface locations used to determine the heat
transfer distributions over the target surface. A 9x9 regular grid covers the entire area
of the target surface covered by one jet at equal intervals. A 6x6 higher resolution
grid surrounds the jet impingement zone, and a very closely spaced 4x4 box of
adjacent pixels is used to resolve the heat transfer level at the stagnation point. Finer
features were resolved by increasing the grid density locally. The image processing

software generated intensity histories for the selected grid spacing and placed them in




Chapter 6 - Data Reduction

n3582i2 intensity history under jet one
140 - — — v - v -—

intensity
&

10 20 30 40 50 60 70 80 90
: time (sec)
; Figure 6.1 A typical intensity history for a coating comprising three narrow
band liquid crystals.

a data file compatible with MATLAB', a mathematical data processing package.
Software written in MATLAB determined the time for the intensity signal to peak.
This program required input from the user since the number of intensity peaks could
f only be determined from inspection of the signal. This was because not all locations
had a sufficiently high level of heat transfer to cause the perspex surface temperature
to reach the peak intensity temperature of the highest temperature liquid crystal. The
user determined time intervals which included each of the peaks. The program then
found the peaks of the defined regions and wrote the times to a data file along with

the grid point number, pixel location and number of crystals present. This data file

1 'MATLAB, The Math Works, Inc. Cochituate Place, 24 Prime Park Way, Natick, MA
4 01760, USA.
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Figure 6.2 A typical data acquisition grid.
was then imported into a spreadsheet for producing heat transfer results. The master
data spreadsheet was linked to three other spreadsheets. Each of the linked
spreadsheets contained the crystal calibration temperatures as well as plenum,
impingement plate and initial target surface temperatures. One spreadsheet used the
two higher temperature crystals to calculate the local heat transfer coefﬁci-ent and the
adiabatic wall temperature. A separate spreadsheet used the lower two temperatures
and a third spreadsheet employed only the lowest crystal temperature for situations
where one peak occurred and the T,, could be inferred from surrounding locations.
Separate values of jet and impingement plate heat transfer coefficient were also
calculated. The stagnation point data was averaged over the 16 pixel box and

recorded. All local value results were written to a file containing heat transfer values
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and pixel coordinates. This file was imported into a graphics package, Unimap’ to
obtain interpolated local maps of Nu and jet effectiveness, as well as area averaged
data. Unimap imported irregularly spaced data and interpolated a surface between the
points. This surface was then averaged over the target area salient to each row. All
inline array heat transfer experiments were processed in this manner and both local
and average results are given in Chapters 8 and 9. This process was repeated for all
of the eight inline jet holes for each plate spacing and average Re; tested. The average
time to process one test condition from video acquisition to final data presentation is
approximately four to four and a half weeks depending on the number of data points
processed. Figure 6.3 shows the sequence of operation in the intensity history
processing procedure.

The uncertainty analysis followed the perturbation method of Moffat (1988)
to evaluate partial derivatives and used the experimental uncertainties given in Table
6.1 and 6.2. The uncertainty analysis was performed for the two extremes of heat
transfer coefficient measured. First, in Table 6.1 is a typical value for the stagnation
zone under a jet. The parameter which contributes most to the unccrtaint}-' is the first
liquid crystal event time. For points furthest from the jet, shown in Table 6.2,

’ uncertainty in the thermal product dominates the overall uncertainty.
6.2 Staggered Array

Hue history processing is described fully in Wang et al. (1994). The process

2Unimap, Uniras, 376 Gladsaxevej, DK-2860, Sobgrg, Denmark
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Figure 6.3 Flow diagram of intensity history processing.
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Table 6.1 Parameters used in the uncertainty analysis for the double crystal
method in the stagnation zone under a jet.

Parameter Value Delta Jet % error Jet % error
in h inn
L 1.05 +/- 0.077 8.02 242
sec
t 6.29 +/- 0.077 1.02 0.49
sec
Vpck 569 +/- 29 5.1 0
W+sec/
m’K
T 16.57 +/- 0.2 1.6% 0.2
deg
T, 30.6 +/- 0.1 3.52 0.94
deg C
y g 35.1 +/- 0.1 2.57 1.29
deg C
T 41.06 +/- 0.3 0 1.25
deg C
Y 17.4 +/- 0.3 0 1.25
deg C
RSS-Const 10.64 3.44
Odds -
Worst Case 2191 7.84

uses the RGB signals introduced in the description of the intensity based method. The

values are mapped to hue, H, saturation, S, and intensity,  signals. They are defined

R F\ 0G>B
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Table 6.2 Parameters used in the uncertainty analysis for the double crystal
method in the crossflow region.

Parameter Value Delta Crossflow Crossflow %
% error in h error in 1)
L, 481 +/- 0.077 1.07 0.25
sec
t, 54.05 +/- 0.077 0.05 0.03
sec
‘Ipck 569 +/- 29 5.10 0
W+vsec/
m’K
T, 16.57 +/- 0.2 2.34 0.25
deg C
T, 26.1 +/- 0.1 3.69 0.82
deg C
T, 30.6 +/- 0.1 243 1.33
deg C
T 41.06 +/- 0.3 0 1.25
deg C
T otase 17.4 +/- 0.3 0 1.25
deg C
RSS-Const 7.22 2.10
Odds -
Worst Case 14.68 4.45
where
_ 2R-G-B
F = _E-T for G*B (6.8)
F =R Jor G=
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1 - R+G+B (6.9)
3
S =1- [-“l“(;%i@-] (6.10)

It is desirable for processing to use a colour index which is a simple and monotonic
function of the liquid crystal temperature and is independent of the local illumination
strength. H satisfies these requirements as the hue signal from the liquid crystal
coated surface illuminated by fluorescent strip lights changes smoothly and
continuously from 0 to 240 as the temperature of the crystal is increased. H is also
independent of illumination strength as inspection of the definition of F shows.

In the current experiments, video tape recordings were acquired in the same
manner as for the inline array and the video tapes processed on the same equipment.
The software used previously was modified to produce the hue histories for specified
grid locations. A numerical procedure was used to determine the correct value of
local heat transfer coefficient and adiabatic wall temperature. When thes; values are
selected, the surface temperature variation calculated using Equation 3.30 should be

the same as the variation determined from the hue signal.

T -T,

_."._.__‘= - p! 3-30
T T 1 - P erfc(B) (3.30)

The known form of the surface temperature was used to enable T,, to be determined
first. For known values of T, and T,, Equation 3.30 can be inverted, for a guessed

value of T, to determine the variation of f} throughout the experiment. Since
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B = h ViApck, a plot of P/t versus time should be a horizontal straight line. An
iterative bisector procedure was used to determine the value of T, which achieved this
criterion. The value of h then followed as Vpck times the P/ value. A MATLAB
program was written to take the hue history, perform the hue to temperature
transformation using a calibration lookup table and then use a least squares regression
to determine the value of T, to give a zero slope B graph. Once the convergence
criterion has been reached, the program calculates the heat transfer coefficient, A,
based on the mean B/t of the best fit straight line. Figure 6.4 shows a sample B¢
plot. To check the solution, the selected values of i and T, are then used to generate
an analytic surface temperature solution which is plotted along with the original
temperature history curve for surface temperature confirmation. Figure 6.5 shows an
example. The hue software uses interlaced video frames (time resolution 0.02
seconds) and processing 3,000 temperature values covering one minute of test data
takes approximately 12 minutes per grid data point to converge. By selecting only a
finite number of regularly spaced points along the temperature history curve it is
possible to characterize the time history trajectory and arrive at the san-le solution.
Twenty temperature points along the curve converge in approximately 2 minutes
without significantly sacrificing accuracy. The output from this program is read into
a spreadsheet to convert the grid pixel locations to functions of diameter and ensure
the data is in a format compatible with the UNIMAP. The data files are interpolated
in UNIMAP and Nu and jet effectiveness values are averaged over the target surface.
This data can then be correlated and compared with other experimental data. The

process from video acquisition to final data format takes approximately three weeks.
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Figure 6.4 Hue temperature history data fit using least squares regression.
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Figure 6.5  Analytic solution from least squares regression compared with hue
temperature history data.
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A portion of that time however is consumed by the automated procedure described
above which allows the user time to accomplish other tasks. Figure 6.6 shows the
sequence of operation in the hue history processing method.

The uncertainty in this temperature history method has been detailed in Wang

et al. (1994). Uncertainty in the hue-temperature calibration, brought about by
instrumentation drift, changes in background lighting or illumination power, etc. may
cause the calibration line to be different from the true liquid crystal performance.
Repeat calibrations enable the uncertainty in the calibration curve to be less than
0.3°C. The effect of deviation in the calibration on experimental accuracy was found
by dividing the temperature history range into n steps. The surface temperature
history for a typical transient experiment was successively perturbed at each step by
1°C and the partial derivatives of & and T,, determined numerically. The standard
deviation, G, in k caused by surface temperature uncertainty then follows from

in 2
o? = oh (6.11)

where O, the standard deviation in the calibration, is taken to be the same at each
step. Equation 6.11 can be extended to include the effects of errors in other measured
quantities. Using estimated values for uncertainties in initial surface temperature of
0.2°C, thermal product of 5%, and surface temperature measurement of 0.3°C gave the
estimates of uncertainty found in Table 6.3. If the number of steps chosen is large,

the solution reverts to one representative of uncorrelated noise superimposed on the
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Figure 6.6  Flow diagram of hue temperature history processing.
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Table 6.3 Uncertainty values for the hue temperature history matching
method in percent.

Quantity Uncertainty Uncertainty
n=35 n=10
h 75 85
T,. 1.5 2.1

temperature signal and the resulting uncertainties in A and T, become very small.
6.2.1 Perspex Internal Reflection Effects

It was surprising that the uniform coating of the same wideband liquid crystal
material should behave differently at positions with close proximity. Figure 6.7 shows
the location of three data points used for comparison. Point 23 is located in a region
of higher heat transfer adjacent to a jet. Points 30 and 38 are located upstream of a
jet hole in a crossflow region of uniform heat transfer. Figures 6.8, 6.9 and 6.10 show
surface temperature during the test and the analytic solution using the A and T,
determined from the method previously discussed. Point 23, in Figure 68 shows a
slight departure from the form of the analytic solution between 31-34°C. This
deviation from the expected solution was not observed at all processing points. The
data from points 30 and 38, shown in Figures 6.9 and 6.10, do not show this
deviation. The possibility of a shift in the hue to temperature calibration brought
about by a change in the spectrum of the illumination was considered. The coating
used had been calibrated using an essentially steady state experiment in which the hue

response at a position adjacent to a foil thermocouple was examined under
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Figure 6.7 Target surface location of grid points used in comparison of hue and
saturation signals (jet row 8; Re; avg = 41,727; z/d = 2; staggered
array).

HUE DATA h = 500 W/m**2K and Taw = 38 deg C TEST POINT 23
38 M v I L T T - — T

Ez _

8

g |

g |
unl ]
22 L . i i . L i A

0 5 10 15 20 25 30 35 40 45 50

seconds

Figure 6.8  Analytic solution to grid point 23.
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HUE DATA h=314.3 W/m**2K and Taw=36.42 deg C TEST POINT 30
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Figure 6.9  Analytic solution for grid point 30.

HUE DATA b=307.4 W/m**2K and Taw=36.58 deg C TEST POINT 38
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Figure 6.10 Analytic solution for grid point 38.
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illumination from a fluorescent strip light. The low heating rate ensured that the
coating temperature around the calibration point was sensibly uniform. The liquid
crystal film is viewed through the perspex from the tunnel wall side away from the
flow. The finite (12mm) perspex thickness means that some of the light incident on

the crystal can arise from the coating remote from the measurement site. In other

words, the local illumination spectrum is coupled to the colour play of the surrounding
crystal. Subsequent wideband calibration experiments conducted by Wang (1993)
reproduced a typical crystal colour play distribution under an impinging jet. He
observed a similar deviation from the original hue to temperature calibration. This
condition was corrected bv cutting 6.5mm grooves into the side of the target surface
away from the crystal at a 5x5mm spacing. The machined surface of each unpolished
groove was a poor reflecting surface. This grid eliminated the internal reflection
effects and reinstated the original calibration. As discussed in Chapter 3, the effects
of lateral conduction and a nonuniform upstream wall temperature are expected to be
small and not responsible for the deviation in the hue trajectory. If wall temperature
non-uniformity were a factor, as the experiment progressed, the h;:at transfer
coefficient would increase significantly and the surface temperature would be higher
than that for a constant heat transfer coefficient. This deviation is in the opposite
sense to that measured, as shown in Figure 6.8.

The possibility was investigated by examining the variation of the other colour
signal, saturation, available from the video recording. The hue and saturation signals
are both output from the frame grabber and, for the liquid crystal coating, vary with

temperature. Both signals are independent of illumination strength and, for a constant
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illumination spectrum, should be simply repeated. In other words, all hue-saturation
coordinates should follow on a single curve irrespective of the crystal temperature.
Figures 6.11 and 6.12 show the variation of hue and saturation values during the test
for the three points considered. Figure 6.13 plots hue versus saturation for these three
points. In this figure, temperature can be considered to be a parameter which
increases in an anti-clockwise sense. Points 30 and 38 follow the same curve which
is consistent with the high level of agreement between the temperature signal derived
from the hue data and the selected analytic solution. The saturation trajectory from
point 23 initially follows a similar hue-saturation curve but, the saturation starts to
reduce and the data moves away from the curve discussed above for points 30 and 38.
This is also the temperature (or elapsed time) at which the inferred temperature starts
to depart from the analytical solution. The hue response is being influenced by a
change in the illumination spectrum as the surrounding crystal changes colour. Thus,
by obtaining a plot of hue-saturation for a calibration one can determine the quality
of the hue data against this plot. Only data of high saturation, which match the
calibration data, can be considered reliable. For a given optical systen;, including
crystal, illumination and camera, hue can be plotted as a particular function of
saturation, as shown in Figure 6.13. Temperature can be thought of as a parameter
on the hue saturation locus. This means that, provided the optical system remained
unchanged, the hue saturation trajectory during an experiment would not deviate even
if the heat transfer coefficient were changing or if lateral conduction was influential.
The significant deviation for the selected points illustrated in Figure 6.13 is evidence

of an optical effect and is best explained by the total internal reflection phenomenon
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Figure 6.11 Hue histories for grid points 23, 30 and 38.
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Figure 6.12 Saturation histories for grid points 23, 30 and 38.
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Figure 6.13 Hue-saturation comparison.

described above. It is interesting to note, however, that matching the first portion of
data for point 23 results in the analytic solution also matching the data at the longer
test times. From this result it can be inferred that, although some influence from
surrounding locations is evident by the lower saturation values, the error introduced

for these longer test times is small.
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CHAPTER 7 - FLOW FIELD INTERPRETATION

This chapter uses the present experimental results to gain insight into flow field
and local heat transfer features beneath arrays of inline and stay gered impinging jets.
The interpretation used three diagnostics. Firstly, the video tape recording of liquid
crystal colour play of the transient tests shows the variation in heat transfer over the
target surface. Second, static pressure measurements over the target plate give an
indication of the effect of local crossflow on jet rows. Lastly, dust deposited on the
target surface for two test configurations gives insight into the impingement process

and surface shear variation which can be related to surface flow features.

7.1 Surface Crystal Colour Play

In addition to complete processing of the video data from a transient
experiment to obtain accurate maps of local s and T, an indication of relative heat
transfer levels over the target surface can be obtained by inspecting the progress of
liquid crystal colour play. The colour play appears first in areas of the highest heat
transfer and, as the test progresses, the colour play moves towards areas of lower heat
transfer. These isotherms, in the case of the narrow band liquid crystal, are in the
form of a thin line and for the wide band liquid crystal, a hue variation. Inspection
of video recordings of the liquid crystal colour play then indicates the variation of heat
transfer level over the test surface. In the case of a heat transfer experiment with a
uniform driving fluid temperature, the ratio of heat transfer coefficient between two
points is inversely proportional to the square root of the ratio of the time from the

flow initiation for colour play to occur. Simple scaling of 4 from measured time
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ratios is not possible if T, is not uniform. Qualitative interpretation of video

recordings is still possible for the present experiments since full processing showed

that T,, was a well behaved function of position.
7.1.1 Inline Array Colour Play

Representative time sequence images of the inline array for the extremes of z/d
and average Re; are shown in Figure 7.1 to 7.4. Figure 7.1 shows the time sequence
for z/d = 1 and average Re; = 10,170. Of interest is the circular nature of the colour
change isotherms about the impingement point for the upstream jet rows. The
influence of crossflow is minimal at the first jet row since the only crossflow present
is that portion of spent flow from the first jet row which moves upstream to the closed
end and is then channelled back between the first row of jets. To a certain extent, the
jets must act as obstacles to the crossflow and would be expected to have circular
cross sections. The area available to the crossflow would then be expected to reduce
to a minimum close to the line between the jet centres. A local acceleration of the
crossflow between adjacent jets could then be responsible for the slight increase in
heat transfer in this region. Just downstream of this region, flow deceleration would
explain the colour play lag. The first jet row then provides a flow that causes
crossflow for the second row and this process accumulates for subsequent rows of jets.
Inspection of the video data shows that the crossflow from upstream jets appears to
be deflected to pass between jets within a row. The deflected flow can be seen to

surround the following jets and build up along the channel. For each of the engine
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1.75 seconds

) Hl U e

7.0 seconds

23.0 seconds

120.0 seconds

Figure 7.1  Time sequence for inline array (Re; avg=10,170; z/d=1).
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0.5 seconds

2.0 seconds

6.0 seconds

60.0 seconds

Figure 7.2  Time sequence for inline array (Re; avg=34,368; z/d=1).
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1.0 seconds

4.5 seconds

90 seconds

Figure 7.3  Time sequence for inline array (Re; avg=10,161; z/d=4). |
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0.5 seconds

1.0 seconds

4.0 seconds

30.0 seconds

Figure 74  Time sequence for inline array (Re; avg=39,559; z/d=4).
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representative arrays tested, all of the jets reached the target surface and were
surrounded by spent flow from upstream jets, referred to as the channel flow or

crossflow below. The increasing crossflow progressively limits the spanwise spread

of the jets as this moves downstream. Increasing crossflow also seems to limit the
spread of the jet in the upstream direction. As this pattern is repeated for each
streamwise jet row two things become obvious. Firstly, the upstream and spanwise
influence of each jet diminishes through the array due to the effect of increasing
crossflow. Secondly, as the accumulated channel flow accelerates, heat transfer
increases and contributes significantly to the average value. With the addition of
massflow at each successive jet row, the flow accelerates to give the highest velocity
and channel heat transfer at the last row in the array. For this reason, the channel
colour play occurs first at the rear of the array and moves upstream. The isotherms
for the impinging jets change throughout the array from circular at the first streamwise
jet row until, at the array end, the isotherms are distorted downstream from the
stagnation point. The jet stagnation point heat transfer increases through the array as
shown by the colour play progression. Colour play occurs first at the stagl-lation point
beneath the jets in the downstream row.

The increases in channel and stagnation point heat transfer levels become more
pronounced with an increase in average Re;,. Figure 7.2 shows the z/d = 1 array with
an average Re; = 34,368. At this higher average Re; a number of new surface heat
transfer features appear. Firstly, the stagnation point is not the region of highest heat
transfer under the jet. For the first few jet rows, the region of highest heat transfer
occurs in a ring with radius approximately 0.5d centred on the jet axis. The colour
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play occurs first as a ring with colour play of the central stagnation point following
closely thereafter. This region of highest heat transfer is thought to be the result of
jet interaction with the quiescent channel air at the jet boundaries causing an increase
in turbulence intensity with little reduction in gas cooling potential as discussed in
Chapter 2 (Figure 2.3). The next feature to dominate is a ring of colour play with
rauius from approximately 1d to 1.5d. This ring is populated with radial lines which
begin at the stagnation region. This second region of enhanced heat transfer is
probably influenced by two fluid dynamic mechanisms. The first is boundary layer
transition since this is probably the region in which the boundary layer changes from
its laminar to turbulent state beneath the jet. Secondly, vortices generated from the
jet exiting the impingement plate have been shown to coalesce [Fox et al. (1993)] and
strike the target surface to cause either transition or enhance heat transfer at the
laminar boundary layer. This second ring is progressively swept downstream with
each successive row until at the last jet row, the jet footprint is much reduced and the
jet is little more than an obstacle in the flow.

The z/d = 1 array surface contours may be contrasted with those fc-yr the array
with z/d = 4 shown in Figures 7.3 and 7.4. For the array with the larger channel
height, the average Re; is more uniform over the array length and the influence of
crossflow on downstream jets is notably less. The more uniform distribution of
stagnation point heat transfer level is the result of a more uniform flow from the jet
holes because the flow accelerates less in the channel passage than in the z/d = 1 case.
The 2/d = 4 and Re; = 10,161 test is shown in Figure 7.3. The jet isotherms are quite

circular throughout the array. Still present are regions of local enhanced channel heat
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transfer between spanwise jet rows. Another feature observed upstream of jet row two
at 6 seconds (labelled "A" in Figure 7.3) is the appearance of possibly a horseshoe
vortex ahead of the jet. This structure is not observed at the downstream locations.
Isotherms remain circular upstream of the stagnation point at the array exit but
downstream the isotherm trailing edge becomes flatter.

As Re, is increased to 39,559 at z/d = 4, Figure 7.4, the nature of the overall
variation in heat transfer over the surface remains the same as the Re; = 10,161 case.
However, at this z/d, the stagnation region does not show an increase in heat transfer
at 0.5d from the jet axis. A similar effect was reported by Goldstein and Timmers
(1982) and is thought to be due to the potential core not striking the target surface at

this point. In other words, the shear layers have encroached to the jet axis.
7.1.2 Staggered Array Colour Play

Figures 7.5 to 7.8 show time sequences for the staggered array for the extremes
of z/d and Re; as already discussed for the inline arrays. A liquid cryftal coating
which displayed colour over a wide band of temperature was used for the staggered
array experiments. Thus, a particular spatial temperature gradient through the crystal
colour play produced a much wider band than would be observed for the narrow band
crystal coating used for the inline array. The colour play contours are much wider
than for the previous figures. As before, under conditions of uniform gas temperature,
a constant colour line corresponds to a contour of constant k. Again, the first jet row

in each of the series shows a very circular h pattern and the resultant flow structure
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1.0 second

6.0 seconds

30.0 seconds

60.0 seconds

Figure 7.5  Time sequence for staggered array (Re; avg=10,220; z/d=1).
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0.44 seconds

1.5 seconds

5.0 seconds

30.0 seconds

Figure 7.6  Time sequence for staggered array (Re; avg=34,534; 2/d=1).
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0.5 seconds

2.0 seconds

6.0 seconds

30.0 seconds

Figure 7.7 Time sequence for staggered array (Re; avg=10,103; z/d=2).
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0.2 seconds

0.5 seconds

2.0 seconds

30.0 seconds

Figure 7.8  Time sequence for staggered array (Re; avg=41,727; /d=2).
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% is increasingly swept downstream on moving through the array. The staggered jcts
do not develop the long tails seen in the inline case. Instead, the upstream jet flow
is channelled between jets in a particular row and is directed at the downstream jet

where it is again ‘eflected and channelled. This action confines the downstream

portion of the jet and maintains the elliptical shape of the contours on the target area.
Thus, the downstream influence of the jet is more limited than in the inline case. In
Figure 7.5, the 1.0 second stagnation point colour play appearing at 0.5d is evidence
of the first peak in heat transfer indicating a wideband liquid crystal colour is also
able to visually detect fine surface heat transfer features. The ring of enhanced heat

transfer at approximately 14 radius observed for the inline array is again apparent.
7.2 Target Surface Pressure

Pressure measurements were taken at various positions on the target surface,
as shown in Figure 7.9. At locations away from the jet holes, these pressure tappings
were used to measure the static pressure in the crossflow regions. The results of the
measurements can be seen in Figures 7.10 to 7.13. For the various extremes in Re;
and z/d, actual measurements and psedictions of static pressure using the Florschuetz
et al. model, discussed in Chapter 3, for both the staggered and inline arrays agree
very well. The uniformity of static pressure throughout the array in areas away from
jet impingement points is noteworthy. Allowance was made in the analytic model for
pressure drop caused by shear stress although, as mentioned in Chapter 3, this

corresponded to a small component of the pressure drop for the case without initial
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Figure 7.9  Target plate pressure tap locations from camera viewpoint.

Pplen-Pstatic for Inline Amray
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1 Not Under Jet
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Figure 7.10 Model prediction of inline array static pressure for z/d = 1 and Re;,
avg = 10,170.
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Pplen-Pstatic for Inline Array
Cd=.82; z/d=4; Rej avg=39,599;

Not Under Jet

Florschuetz Model

Pplen-Pstatic
(Thousands)
=] &

(6.}

c T T T T T T T T T
0 01 02 03 04 05 06 0.7 08 09 1

dimensionless streamwise distance
Figure 7.11 Model prediction of inline array static pressure for 2/d = 4 and Re,
avg = 39,559.
Pplen-Pstatic for Staggered Amray
Cd=.82; z/d=1; Rej avg=10,293
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Figure 7.12 Model prediction of staggered array static pressure for z/d = 1 and
Re; avg = 10,293.
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Pplen-Pstatic for Array
0 Cd=.82; z/d=2; Rej avg=45,884
-
Sidewall
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Florschuetz Model
% o a X *
QO .
'§ ) jet7 * Not Under Jet
a e * | x
s 15
5 § jot 8 Under Jet
[=%
a
jets
5 ™
jet jet3

O'—"N"l—_—r‘_'& T T T T T T
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dimensionless streamwise position

Figure 7.13 Model prediction of staggered array static pressure for z/d = 2 and
Re; avg = 41727.
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Figure 7.14 Pressure recovery under jet one and jet eight for an inline array as
a function of position relative to the jet exit plane for z/d = 4.
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Table 7.1 Crossflow to jet mass velocity ratios (G/G)) predicted for all
configurations tested.

vd Jet 1 Jet2 | Jet3 Jet 4 Jas Jet 6 Jet 7 Jet 8

Inline 1 | 0000 | 0097 | 0.190 | 0277 | 0355 | 0.424 | 0484 | 0.545

2 0.000 | 0.049 | 0097 | 0.145 | 0.192 | 0.237 | 0280 | 0.321

4 0.000 } 0025 | 0.049 | 0.073 | 0.098 | 0.122 | 0.145 | 0.169

Staggered i 0.000 | 0097 | 0.190 | 0277 | 0355 | 0424 | 0484 | 0546

2 0.000 | 0.049 | 0.097 | 0.145 | 0.192 | 0237 | 0.280 | 0321

crossflow. The agreement measured and predicted static pressure was excellent and
this analytic model was used to predict the variation of local Re,; throughout the array
for both inline and static geometries. Model predictions of crossflow to jet mass
velocity ratios are shown in Table 7.1. No differences were noted for a given z/d and
jet configuration. No significant differences were noted between inline and staggered
arrays at a specified z/d because the theory averages the crossflow over the channel
area and does not account for hole alignment.

Several pressure tappings were positioned geometrically under jet holes as
shown. Inspection of the static variation under the jets in Figures 7.12 and 7.13 shows
that the plenum pressure is recovered up to the third streamwise jet row. Some small
loss of total pressure is seen at the fifth jet row. At later rows, the stronger crossflow
displaces the jet slightly downstream which results in a slightly lower pressure on the
jet axis than the plenum pressure. Figure 7.14 shows recovery pressure under jet one
and eight for a channel with z/d of 4. Three average Re; were tested. A straight

0.9mm diameter probe was moved along the jet axis from the target surface to the
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plenum. under both jets. The jet exit plane is at zero and four corresponds to the

target surface plane. All pressure data are normalized by the downstream dynamic
pressure. The plenum pressure is not recovered for the last jet location. This location
has the greatest crossflow influence. The probe data indicates that the potential core
at this position penetrates the channel flow approximately one diameter before being
significantly deflected by crossflow. The first streamwise jet hole also does not
recover the plenum pressure at the target surface. This location is the least affected
by crossflow and indicates a penetration of the jet into the channel of up to two jet
diameters before the pressure measured by the probe decreases from the plenum
pressure. An influence of the upstream spent flow from jet row one is a possible
reason for the pressure loss, but a more probable cause is that the potential core has
mixed with entrained air and no longer extends as far as the surface for the z/d = 4
configuration. Figures 7.12 and 7.13 for the z/d = 1 and 2 staggered arrays show that
the plenum pressure is recovered at the surface for the configurations for the first three
jet rows. This indicates the jet potential core is in contact with the target surface for

these configurations but not for z/d = 4.
7.3 Dust Deposits

Twice during configuration changes a very fine layer of dust was found
deposited on the target surface. Calculations showed that the dust was thermally thin
and did not affect the heat transfer results. The first occurrence, shown in Figure

7.15, was noticed during commissioning of the inline array configuration and the
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second, shown in Figures 7.16 and 7.17, was after testing the 2/d = 1 staggered array.
These photographs give an indication of the influence of crossflow on the jet and the
deposit patterns are related to the isotherms observed in the video time histories. The
photographs also show the remarkable uniformity of the flow field between jets in a
particular row and give insight to the flow field and showing a similarity to crystal
colour play. Figure 7.15 shows the dust concentrations were highest in the stagnation
region under the jet, the black spot surrounded by a lighter circular region, as well as
along a line which is thought to mark the separation region between the jet and the
crossflow. On moving downstream, this separation line moves closer to the jet
impingement location. The dust also illustrates the deflection of the jet flow around
the following jet and the spanwise extent of the jet limitation.

Figure 7.16 shows the dust concentrations on the target surface for a staggered
configuration with a z7d = 1. The contrast of the dust with the black paint used for
crystal colour enhancement proved adequate to determine dust position. Under jet one
is a 3mm diameter circular region of higher dust concentration which is slightly less
than the size of the jet diameter. Moving out radially, there is a region wl;e:e no dust
is found and then another circular region of less dense concentration beginning at
about 0.6d and continuing to slightly over 1d where the dust disappears. The
stagnation point dust concentration remains circular until after the fourth jet hole,
where it begins to distort in the spanwise direction. The ring of dust around the
stagnation point begins to distort with the second row, clearly showing the influence
of crossflow on subsequent jets. Beginning with the second jet row is a region just
upstream of the dust ring where the crossflow from the upstream jet and the jet itself
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Figure 7.15 Dust concentrations on the target surface of the inline array at
Zd=1.

Figure 7.16 Dust concentrations on the target surface for the staggered array at
7d=1.
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Figure 7.17 Dust concentrations on the impingement plate for the staggered
array at z/d=1.

interact, forming a higher dust concentration in the form of a crescent. Initially, a
small region between this crescent of dust and the circular dust pattern from the jet
is clear. This gap disappears at the third jet row and by the fifth jet row, the crescent
of dust is seen to be located at the clear region around the stagnation point. It is
interesting to note the dust concentration positions immediately downstream of any jet
hole position are essentially the same as the dust concentration positions downstream
from the first jet stagnation point. It is easy to see the reduction of the jet effective
target area with position through the array, showing the increasing importance of the
channel flow at the exit of the array.

Of special interest for the staggered array with zZd = 1 were the dust

concentrations on the impingement plate surface shown in Figure 7.17. The first
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streamwise jet row shows no concentration. Moving downstream, a line of interaction
betweenvthe jet and the crossflow shows the crossflow is deflected and passes between
adjacent jets. Where the jet and crossflow interact is a region of low shear and dust
is then deposited at this interface. By the fourth jet hole the deflection line has moved
to the leading edge of the impingement jet hole. Jet flow recirculation to the
impingement plate is not allowed to interact with the impingement plate upstream of
the jet hole. The target surface dust deposits confirm this conclusion, as the deflected
region at this point is almost touching the impingement region or region without any
deposits.

Just downstream of the jet row 5 on the impingement plate is a double streak.
This deflection region moves progressively downstream with distance through the
array. At the same time, the double streaks become more intense and move toward
each other. Chiu et al. (1993) present experimental oil streak data confirming this
structure. The structure is consistent with the vortices generated by the crossflow
around the jet striking the wake region behind the jet. They, as well as Kim and
Bensen (1993), have had a degree of success predicting surface streak li;les for this

flow field.
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CHAPTER 8 - STAGNATION POINT DATA

In the region below each impinging jet, a zone of high heat transfer was
observed, discussed in Chapter 7, and was identified as the stagnation point associated
with the jet. However, when significant crossflow was present this stagnation point
was swept downstream from the geometric centreline of the impingement hole. The
stagnation point value of heat transfer was examined in some detail as much literature
exists on the heat transfer levels of this phenomenon. In addition, the stagnation point
heat transfer level is normally very close to the peak level for a particular row and its
value affects the average heat transfer coefficient.

This chapter describes the variation of stagnation point heat transfer with row
number, jet Reynolds number and crossflow. The stagnation point heat transfer
measurement was taken in each case as follows. Firstly, the stagnation point location
was identified on the test video tape. Next, a box extending four pixels by four pixels
was chosen around this stagnation point and the intensity or hue history signals were
transferred from the tape to computer for each of the 16 pixel locations. After
processing, the heat transfer coefficients were found and the adiabatic wall temperature
evaluated for these locations. The 16 values were then averaged to determine the
stagnation point heat transfer coefficient and adiabatic wall temperature. At the
beginning of the array, the stagnation point location corresponded closely with the
hole axis. Towards the exit of the array, deflection of the stagnation point from the
hole axis was noted of up to 1/2 of a jet diameter. In this chapter, detailed heat
transfer results are presented for inline and staggered arrays and comparison is made

between the results for the two configurations. Correlations are presented to cover the
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range of average Re; tested for all of the configurations tested with z/d = 1 and 2.

The significant conclusion from this part of the research is that the stagnation
point Nusselt number is very close to that expected from consideration of isolated jet
data. This is particularly true for the configurations with z/d values of 1 and 2 where
the jet bounding shear layer does not reach the jet potential core. The dependence of
stagnation point Nusselt number on Reynolds number is close to Re** which is
consistent with the variation expected for a laminar boundary layer on the target
surface. The absolute value is within the range of values reported in the literature for
related impinging jet flow fields.

The adiabatic wall temperature was also determined at each stagnation point.
These calculated temperatures agreed with the jet plenum temperature on the order of

0.5-1.0°C for most tests.
8.1 Inline Array

Stagnation point heat transfer data is presented in Figures 8.1 to 8.16 for the
inline geometry and for the complete range of Reynolds numbers tested.. For each
channel spacing, the data are alternately presented in one of two forms in Figures 8.1
to 8.6. The first form, used in Figures 8.1, 8.3 and 8.5, is a comparison of stagnation
point Nusselt number as a function of jet row location for different values of average
Re; at specified z/d. The second form of data presentation, used in Figures 8.2, 8.4
and 8.6, compares stagnation point Nu as a function of the corresponding impingement
hole Re, for a specified z/d. The steps in the analysis leading to the correlation

(Equation 8.1) included in these figures are discussed below.
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The two major influences on the stagnation point heat transfer level, other than
the pressure difference between the plenum and the hole exit, are expected to be the
strength of the local crossflow and the extent of the jet mixing. With this in mind,
some general conclusions about the stagnation point data can be made for the inline
case. For a given z/d, the stagnation point Nu always increases with an increase in
average Re; (see Figures 8.1, 8.3, and 8.5). The row by row increase in stagnation
point heat transfer is evident from Figures 8.1, 8.3 and 8.5 and is, in the main, caused
by the increase in local Re; as the channel static pressure drops from array inlet to
array exit. Graphs of stagnation point Nu as a function of local Re; for the range of
Z/d tested are given in Figures 8.2, 8.4 and 8.6. In these plots, the results for each
experiment appear as clusters where the variation in local Re; is caused by the
changing pressure difference across the holes through the array as discussed above.
Thus, since the jet Reynolds number increases continuously through each array, the
bottom left point for each cluster is for the first row of holes and the top right for the
last row. The steps in Re; between the clusters are due to the changes in total mass
flow between experiments. It is interesting to note that the Nusselt numb::rs for each
hole correlate well on the square root of Re; as the total mass flow is increased. This
is clear from Figure 8.2 where the stagnation point Nusselt numbers for the holes
close to the start of the array follow the correlation. The correlation, which is
discussed later, relates Nusselt number to local Re; raised to an exponent of sensibly
0.5. The stagnation points downstream of the third row are not predicted by the
correlation. In the case of z/d=1, the slope of each cluster is, however, greater than

the slope of these lines and indicates that, through the array, the stagnation point
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! Nu Stagnation
Zd=1 Inline
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Figure 8.1 Stagnation point Nusselt numbers at streamwise locations for an
inline array with zd = 1.
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Figure 8.2  Inline array stagnation point Nusselt numbers for local Res and
vd=1.
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Figure 8.3  Stagnation point Nussclt numbers at streamwise locations for an
inline array with z/4 = 2.
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Figure 8.4 E;inezarray stagnation point Nusselt numbers for local Re;s and
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Figure 8.5  Stagnation point Nusselt numbers at streamwise locations for an
inline array with z/d = 4.
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Figure 8.6  Inline array stagnation point Nusselt numbers for local Res and
Zd = 4.
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Nusselt number does not correlate simply on the square root of Re;

One possible explanation for the change in Reynolds number dependency is the
influence of the crossflow on the jet velocity profile at the hole exit as reported by
Andreopoulos (1982) and Crabb (1981). At higher crossflows, the effective outlet
area of the jet hole is reduced. Since the measured static pressure distribution agrees
well with that predicted using the flow model developed by Florschuetz, the predicted
air flow rate through these holes close to the array exit must be correct. This means
that the reduction in area caused by the crossflow capping the hole exit will result in
higher exit velocities than the velocity averaged across the hole geometric area. This
higher outlet velocity is possibly the cause of the increase in stagnation point heat
transfer above that predicted from the early array correlation. In other words, the flow
model gets each jet massflow right but the heat transfer coefficients are increased by
an effective reduction in the hole area. Complete correlation could only be attempted
using Nusselt number and Reynolds numbers based on a changing hole diameter
dependent on the hole effective area. It is also worth noting, as discussed in Chapter
7, that the surface isotherms of liquid crystal colour play indicate t-hat the jet
impingement zone near the array exit is no longer axisymmetric. This is further
evidence of the effect of the crossflow on the jet.

At z/d = 2 (Figure 8.3), the streamwise dependence of Nu at stagnation points
is closer to that predicted by laminar layer theory than that for a z/d = 1 array. The
crossflow is less for the former case for the same average Re; in the two cases. For
example, the crossflow at the array exit for a z/d = 2 is approximately the same as the

crossflow at row four for the z/d = 1 case. For z/d = 4 (Figure 8.5), the local Re,
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changes little through the array. The crossflow at the array exit for the z/d = 4 case
is less than that at hole two for the z/d = 1 case.

For z/d = 4, a Re; exponent of 0.5 is sufficient to characterize the increase in
stagnation point Nu through the early portions of the array. The Re; variation through
the array is small and the crossflow at the array exit is minimal. The stagnation Nu
increases through the array until approximately jet row six. After jet row six there is
a slight drop in stagnation Nu not observed for other z/d values tested. Scaling
between tests, where the Re; changes were greater, indicates a greater Re; exponent
than 0.5 is required to characterize the Nusselt number dependence. One possible
explanation for this drop is that the stagnation point at the array exit is being
influenced by even the small amounts of crossflow present as the potential core no
longer reaches the target surface.

The same data are also presented at a given average Re; for the three values
of channel height in Figures 8.7 to 8.14. Presented in this manner, the influence of
channel height on stagnation point Nu for a given average Re, or flow rate, is
apparent. The influence is small (Figures 8.7, 8.9, 8.11 and 8.13). For ;:omparison
of data at an average Re; of 30,000 and 40,000, it was necessary to scale the z/d = 1
and average Re; = 34,368 data to these values. Choking of the test channel flow for
this z/d, discussed in Chapter 4, prevented data being taken above this average Re;
For the first four jet holes, the data were scaled using local Re”* as these positions
were not influenced by crossflow. Rows five to eight were scaled using local Re’
as this was found to be more representative for downstream holes under the influence

of crossflow. It should be noted that these corrections were small. In general, for a

148

e




Chapter 8 - Stagnation Point Data

Nu Stagnation
Rejavg=10,000 Inline
-
= - X 1 2/d=4
= » - »
70t N % . % * * 2d=2
X = s
§ ¥ i
3
p ]
Z
20
1
c L T ) L) L) 1
1 2 3 4 5 6 7 8
streamwise hole

Figure 8.7 Inline - Re; avg = 10,000 stagnation point Nusselt numbers at
streamwise jet locations for zZd = 1, 2 and 4.
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Figure 8.8 Inline - Re; avg = 10,000 stagnation point Nusselt numbers for local
Res at zd = 1, 2 and 4.
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Figure 8.9  Inline - Re; avg = 20,000 stagnation point Nusselt numbers at
streamwise jet locations for z/d = 1, 2 and 4.
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Figure 8.10 Inline - Re; avg = 20,000 stagnation point Nusselt numbers for
local Res at zd = 1, 2 and 4.
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Figure 8.11 Inline - Re; avg = 30,000 stagnation point Nusselt numbers at
streamwise jet locations for zd = 1, 2 and 4.
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Figure 8.12 Inline - Re; avg = 30,000 stagnation point Nusselt numbers for
local Rejs at z/d = 1, 2 and 4.
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Figure 8.13 Inline - Re; avg = 40,000 stagnation point Nusselt numbers at
streamwise jet locations for z/d = 1, 2 and 4.
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Figure 8.14 Inline - Re; avg = 40,000 stagnation point Nusselt numbers for

local Res at z/d = 1, 2 and 4.
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given average Re,, the heat transfer levels for a given row position are similar. Figure
8.9, however, illustrates that, for a given average Re, jets near the array inlet for the
2/d = 2 case have higher local Re; values which results in a slightly higher stagnation
point Nu. Near the array exit, the order is reversed and the z/d = 1 configuration
shows higher local Re; with correspondingly higher heat transfer levels. The values
for z/d =4 are generally higher throughout the array with the exception of the last row.
These observations are consistent with the potential core striking the surface for the
low z/d cases and the core being influenced by turbulence for z/d = 4. Plotting
stagnation point Nu as a function of local Re; shows this result (Figures 8.8, 8.10,
8.12, and 8.14). The z/d of 1 and 2 data are grouped around a common stagnation
point Nu line while the z/d of 4 data are consistently higher and are best correlated
with a different exponent.

Figures 8.15 to 8.19 show stagnation point Nu for all inline tests at given jet
rows. Figures 8.15 displays data for the first row which would be expected to have
a flow field resembling a single impinging jet in the absence of crossflow. Also
shown on this graph is the data from Lucas et al. (1992) for an isolat;.d confined
impinging jet at Z/d=1 and 2. Their data is close to the present data. The stagnation
point Nu for the z/d = 4 data is consistently higher in the early row locations. By the
seventh jet row, shown in Figure 8.19, the stagnation point Nu values are similar for
all z/d values. Based on these observations and the measured recovery pressure
discussed in Chapter 7, the stagnation point Nu for z/d = 1 and 2 are plotted in Figure
8.20 for the first four jet row locations. These locations are used in a least squares
fit to the data which yielded the following equation:
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Figure 8.15 Stagnation Nusselt numbers at streamwise jet row one for all
inline array tests.
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Figure 8.16 Stagnation point Nusselt numbers at streamwise jet row two for

all inline array tests.
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Figure 8.17 Stagnation point Nusselt numbers at streamwise jet row three for
all inline array tests.
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Figure 8.18 Stagnation point Nusselt numbers at streamwise jet row four for
all inline array tests.
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Figure 8.19 Stagnation point Nusselt numbers at streamwise jet row seven for
all inline array tests.
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Figure 8.20 Reynolds number dependence of stagnation point Nusselt number
for the first four streamwise jet rows at zZd = 1 and 2.
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Nu = 0.567*R¢,°’" 8.1

A comparison of this equation with the experimental data can be seen in Figures 8.1,
8.2 and 8.3. It must be emphasized that this is a general equation for stagnation point
Nu in the absence of crossflow for the conditions tested.

If one assumes a laminar boundary layer dependence on Re; throughout the

array, the influence of crossflow can be characterized in the following equation.

G 0.078
Nu = 0.749 Re (-G-) @2)
J

A comparison with experimental data is shown in Figure 8.1. Crossflow, G/G,, is
defined as the average crossflow between half a pitch upstream of the jet hole and half
a pitch downstream. This equation would apply to the z/d = 1 and 2 geometries for

the range of crossflow and Re; tested.
8.2 Staggered Data

The results for the staggered array, presented in the same manner as the inline
array data, are presented in Figures 8.21 through to 8.30. The general trends discussed
for the inline array are also evident for the staggered array. Figures 8.21 and 8.23 for
2/d = 1 and 2 show stagnation point Nu for all array positions. These figures illustrate
a similar dependence of stagnation point Nu on Re/’ at all jet locations for the range
of average Re; tested. The values of stagnation point Nu through the array for a given
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Figure 8.21 Stagnation point Nusselt numbers at streamwise locations for a
staggered array with z/d = 1.
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Figure 8.22 Stagnation point Nusselt numbers at local Res for a staggered
array with 2/d = 1.
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Figure 8.23 Stagnation point Nusselt numbers at streamwise jet locations for

a staggered array with z/d = 2.
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Figure 8.24 Stagnation point Nusselt numbers at loca! Res for a staggered
array with z/d = 2.
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Figure 8.25 Staggered - Re; avg = 10,000 stagnation point Nusselt numbers at

streamwise jet locations with z/d = 1 and 2.
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Figure 8.26 Staggered - Re; avg = 10,000 stagnation point Nusselt numbers for
local Re;s at z/d = 1 and 2.
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Figure 8.27 Staggered - Re; avg = 25,000 stagnation point Nusselt numbers at
streamwise jet locations for local Res with 2/d = 1 and 2.
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Figure 8.28 Staggered - Re; avg = 25,000 stagnation point Nusselt numbers for
local Re;s with 2/d = 1 and 2.
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Figure 8.29 Staggered - Re; avg = 40,000 stagnation point Nusselt numbers at

streamwise jet locations for z7d = 1 and 2.
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Figure 8.30 Staggered - Re; avg = 40,000 stagnation point Nusselt numbers for
local Res with z/d = 1 and 2.
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average Re; also follows approximately the square root dependence early in the array
but towards the array exit experimental values are higher than would be predicted by
this square root power. Again, the rise in stagnation point Nu through the array is
partly the result of crossflow acceleration lowering the channel static pressure and
increasing the massflow through the later holes. Stagnation point Nu does not increase
as much through the array for z/d = 2 as the crossflow is lower than the z/d = 1 case
and the local Re; is more uniform. Figure 8.24 shows stagnation point Nu for local
Re; at a z/d = 2 and displays this result, with the stagnation point Nu more closely
grouped. The exception is the average Re; = 40,000 which shows a much stronger
influence of crossflow on the stagnation point Nu with position through the array.

Figures 8.25, 8.27, and 8.29 display the stagnation point Nu at all jet locations
for the range of average Re; tested. The values for average Re; = 34,568 were
extrapolated to 40,000 a similar way to those for the inline case. Again the
adjustment was small. As seen with the inline data, for a given average Re;, the heat
transfer levels for a given streamwise position are similar. Figure 8.27, however,
illustrates that, for a given average Re,, jets early on in the array for the :;/d = 2 case
have higher local Re,; values which result in a higher stagnation point Nu. Near the
array exit, the order is reversed and zZd = 1 shows higher local Re; with
correspondingly higher heat transfer levels.

Figures 8.26, 8.28, and 8.30 show the z/d = 1 and 2 stagnation point Nu values
~* local Re, for the range of average Re; tested. These results show the similarity
between levels of heat transfer for all of the z/d values tested.

Figure 8.31 shows the stagnation point Nu for local Re; at the first row for all
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Figure 8.31 Stagnation point Nusselt numbers at streamwise jet row one for all
staggered array tests.

staggered arrays tested. The values for 2/d = 1 and 2 show excellent agreement. A
similar plot for subsequent locations lead to the same conclusion. Regression of the
first four jet rows for z/d=1 and 2 yields the following stagnation point Nu correlation

for the conditions tested (see Figure 8.32). -

Nu=0284+Re* 8.3)

A comparison of this correlation with the experimental data can be seen in Figures
8.21 and 8.23. This equation shows a slightly higher Reynolds number dependence
than the inline array case when fitting data for the first four holes and indicates a
stronger influence of crossflow over these jet locations. Even though predicted

crossflow values are similar between the inline and staggered array, in the staggered
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Figure 8.32 Staggered array Reynolds number dependence of stagnation point
Nusselt number for the first four streamwise jet rows at z/d = 1
and 2.

array the full effect of the crossflow is channelled directly at each downstream
impingement zone. For the inline case, the crossflow is deflected in the spanwise
direction between the jets. When only the first two jets for all staggered conditions
tested were considered (representative of staggered jets with small crossﬂ-ow) the Re;

dependence of stagnation point Nu reduces to 0.53.
8.3 Comparison

Comparisons of stagnation point Nu between the staggered and inline arrays
are presented in Figures 8.33 through 8.36. The agreement between the two
geometries is excellent. This agreement indicates that the jets behave similarly for the

two different configurations. The inline data used the intensity history method to
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Figure 8.33 Comparison of stagnation point Nusselt numbers by streamwise jet
locations for staggered and inline arrays at z/d = 1.
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Figure 8.34 Comparison of stagnation point Nusselt numbers as a function of
local Res for the staggered and inline arrays at 2/d = 1.

166




Chapter 8 - Stagnation Point Data

Nu Stagnation Comparison
z/d =2 Staggered/niine
220
DOO - v - o -
Rej avg = 41,727 (S
B0 4 - - - v L L .el V9 (S)
{ o % .1 | Rejavg=25.465(S)
8140_ . o Y T 4 M
k] ps . . o o i [Rejavg= 10,103 (S
5120- ..... L e e ERREEE FRREEE s..... r ce’ Vo ( )
1004 oyt Rejavg = 40,746 ()
é 80-‘ ----- f ................................... « -.
60 4----- T M L S AU S SN ' RAejavg=30,354(l)
01 R e : -1 |Rejavg = 20,833 (1)
20 Rej avg = 10,185 (1)
0 T T T L L T
1 2 3 4 5 6 7 8

streamwise hole

Figure 8.35 Comparison of stagnation point Nusselt numbers by streamwise jet
locations for staggered and inline arrays at z/d = 2.
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Figure 8.36 Comparison of stagnation point Nusselt numbers as a function of
local Res for staggered and inline arrays at a z/d = 2.
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process video tapes while the staggered data used the hue history method. The
agreement between the two methods under similar flow conditions is seen to be

excellent.
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CHAPTER 9 - DETAILED HEAT TRANSFER
MEASUREMENTS AND AVERAGED VALUES

This chapter details results of local Nusselt number measurements over the
target surface. Presentations of experimental data, along with insights gained from the
surface visualization, confirm the influence of crossflow and the Nu differences
between the impingement area and the channel regions where the gas from upstream
holes passes between jets at a certain location. Average values of Nusselt number
over regions associated with each row of jets are also presented compared with the
results of other workers and design correlations are given. In addition, measurement
of T, plotted as a jet effectiveness term, shows the effect of the impingement plate
on target surface heat transfer. A region of high effectiveness means the jet dominates
the heat transfer process while low effectiveness indicates entrainment of surrounding
air has changed the local gas temperature. This chapter presents results for both

staggered and inline arrays.

9.1 Inline Array Data

9.1.1 Local Measurements

As an example of measurements possible using the liquid crystal technique,
Figures 9.1 to 9.10 show the variation with spanwise position at three jet rows for an
average Re; = 34,368 and a 2/d = 1. At the first row of jets, as discussed in Chapter
~ 7, the liquid crystal colour change contours advance in a circular manner up to about

3.0d from the stagnation point. This indicates that the heat transfer and flow field
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Figure 9.1 Spanwise variation of Nusselt number at three jet row locations
(Re; avg = 34,368; z/d = 1, inline).
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Figure 9.2  Spanwise variation of plate and jet Nusselt number at jet row one
(Re; avg = 34,368; Re; local = 30,249; zd = 1; inline).
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Figure 9.3  Spanwise variation of jet and plate Nusselt numbers at jet row
three (Re; avg = 34,368; Re; local = 31,375; zd = 1, inline).
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Figure 94  Spanwise variation of jet and plate Nusselt numbers at jet row
eight (Re; avg = 34,368; Re; local = 41160; /d = 1, inline).
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local to the stagnation point should be comparable to that of a single jet. This circular
shape is swept downstream as one moves through the array. Figure 9.1 shows the
spanwise variation of Nu, comprised of both N and Nu, as was previously defined
in Chapter 3, for the first, third and eighth rows. It can be seen for the first jet row,
local Re; = 30,249 in Figure 9.1, that the heat transfer drops off rapidly up to one
diameter from the centreline. A second peak exists at approximately 1.5 diameters.
This peak has been observed at high Reynolds numbers under a single confined jet
[Lucas et al. (1992)] and under a free jet [Yan et al. (1992), den Ouden and
Hoogendorn (1974), Obot et al. (1979)]). Beyond this secondary peak the heat
transfer decreases much more rapidly than for a single jet (Lucas et al. (1992)) due
to the spent flow from the first jet exiting downstream between the jets. The second
peak in heat transfer at jet row three, local Re; = 31,375 in Figure 9.1, has been
smoothed and shifted radially outward. Also noticeable is a 45% reduction in Nu at
the four diameter point when compared with jet row one. The data for jet row eight,
local Re; = 41,160 in Figure 9.1, clearly shows the effect of crossflow or the local Nu.
From the stagnation point, y/d = 0, the heat transfer decreases sieadily ;o 1.5d and
then remains relatively constani at a local Nu value similar in magnitude to the 4d
level measured for jet row one. At jet row eight the jet is s=verely restricted and is
mainly an obstacle to the crossflow. Figures 9.2 to 9.4 show the separate
contributions of the jet and the impingement plate to the target plate heat transfer.
Again, the second peak in Nu; is apparent for jet rows one and three, shown in Figures
9.2 and 9.3. At downstream locations the impingement plate heat transfer coefficient

becomes increasingly significant. Inspection of the jet row eight data, in Figure 9.4,
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shows that the plate heat transfer accounts for as much as 40% of the overall value
in the region of channel flow between the jets.

Nu distributions at the three different jet locations are given in Figures 9.5, 9.7
and 9.9 and illustrate the surface detail possible with the transient techniques used.
Figures 9.6, 9.8 and 9.10 show the corresponding jet effectiveness plots. In these
figures the jet hole is aligned with the position (0,0) and the flow is indicated by the
arrow from negative to positive on the "Flow Direction" axis. Figure 9.5 shows Nu
beneath jet row one. The second maximum in Nu is readily apparent as the ring
which encircles the central stagnation region. The circular nature of the heat transfer
paiterns shows that crossflow has little effect on the heat transfer distribution. The
plate heat transfer coefficient increases with spanwise distance after 1d, as was shown
in Figure 9.2. Andrews et al.(1992) and Lucas et al. (1992) identified a large
recirculating region which surrounds the jet and that thermally couples the target plate
to the impingement plate. This recirculation vortex significantly contributes to the
plate heat transfer coefficient. The heat transfer distributions beneath the eighth jet
row, in Figure 9.9, shows a markedly different structure. The area of et-nhancement
brought about by the jet impingement is smaller than seen at jet row one as a result
of the increased crossflow. There also is an increase in heat transfer in the channel
due to the upstream flow being deflected between jets and accelerating with distance
through the array. Jet row eight results exhibit a maximum in Nu at the stagnation
point. Moving away from this point, the Nu distribution decreases in magnitude and
develops a "tail" that is swept downstream between the jets. The jet effectiveness for

jet row eight, Figure 9.10, is quite uniform away from the impingement region and
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Figure 9.7
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Figure 9.8 Jet effectiveness at jet row three.
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Chapter 9 - Detailed Heat Transfer Measurements and Averaged Values

thus, indicates that the flow is very well mixed. Immediately downstream of the jet
impingement point is another region of enhanced heat transfer which includes a peak
located approximately one diameter downstream.

As previously discussed in Chapter 7, the stagnation point is not the position
of peak local heat transfer for a zd = 2 or less. Figure 9.11 shows radial profiles of
the first jet row for a z/d = 1 and a local Re; = 18,000. Moving radially outward from
the stagnation point, Nu increases slightly to a peak value approximately 0.5d from
the centre. The heat transfer then reaches a minimum value at approximately 14 and
then rises to a second peak at 1.25-1.5d before dropping off to a lower channel value.
Goldstein and Timmers (1982) observed this same structure using a steady state
liquid crystal technique to qualitatively assess local heat transfer. They attribute this
first increase in heat transfer at 0.5d to the high turbulence from the shear layer
between the jet and surrounding air influencing the target plate surface flow. The
implication is that the mixing-induced turbulence has not completely penetrated the
potential core of the jet at this small plate spacing. Pamandi and Belov (1980)
investigated theoretically the effect on heat transfer of the ring of high turbt-llence from
the jet boundary shear layer. They computed a circle of elevated heat transfer at about
0.5d from the stagnation point for z/d = 4 for an unconfined , fully developed jet. The
peak moves toward the jet centre as z/d is increased. Experimentally, the feature was
not observed by the present study at 2/d =4. Figure 9.12 compares the present data
with data from Lucas et al. (1992) and Hollworth and Berry (1978). Lucas et al.
data is from a single confined jet with similar geometry. The data was taken using

steady state experimental technique with a thin liquid crystal coated heater pad.
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Figure 9.11 Radial distributions of Nusselt number at the first streamwise jet

row (local Re; = 18,000; zd = 1).
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Figure 9.12 Comparison of radial distributions of Nusselt number for local Re;

= 18,000 and zd = 1.
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Hollworth and Berry used a steady state technique on a single confined jet with the
same diameter as the present experiments and measured heat transfer to the target
surface using a heat flux gauge with dimensions lmm by 0.7mm. Their data is
averaged over the surface of the gauge. Differences in stagnation point Nusselt
number could be due to different initial plenum turbulence levels in their respective

plenums, since none were reported.

Table 9.1 displays the percent increase in Nu at the 0.5d radial position when
compared to the stagnation point Nu value. Comparison of stagnation point Nu with
Lucas et al. in Figure 8.15 showed their stagnation point data to be slightly higher

than the present study for very similar geometries. This difference in stagnation point

Table 9.1 Average increase in Nusselt number above stagnation point values
for inline geometries near 0.5d locations from the impingement

points.
=
Re; Avg 7d % increase - avg
10,170 1 86 .
20,694 1 8.8
34,368 1 8.1
10,185 2 9.9
20,833 2 10.3
30,354 2 11.3
10,161 4 1.6
20,589 4 2.1
30,766 4 4.2
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Nu is the same magnitude as the difference between the stagnation point and the first
peak in heat transfer for the current set of experiments given in Table 9.1. The data
in Table 9.1 are averaged over the eight jet rows and indicate encroachment of the jet
by the crossflow in this 0.5d region increasing heat transfer. For z/d = 1, all tested
average Re; show a similar increase of about 8.5%. As the channel spacing increases

to z/d = 2, the increase is slightly over 10% indicating the extra length allows more

time for jet interaction with the channel air. The potential core still reaches the target
surface maintaining the stagnation point dependence on local Re; observed with the
z/d =1 data. The z/d = 4 data shows an increase of around 2%. In this case the extra
mixing length makes the stagnation point Nu closer to this peak value. This first
elevated Nu structure at 0.5d was not observed by Lucas et al. Perhaps their thin
target surface heater was more influenced by lateral conduction and masked the
variation in heat transfer over this small area. In addition, for the narrowband crystal
used, the amount of temperature rise required to measure the difference in heat
transfer in this region is within the one degree colour play used in their experiments.
Hollworth and Berry single jet data does not show a strong peak at O.Sd.- However,
their experimental data supports the existence of this peak.

Local Nu and jet effectiveness values for the complete inline array are
presented in Figures 9.13 to 9.24. For the inline array geometry and z/d = 1, Figure
9.13, one can see the increase in stagnation Nu with streamwise distance through the
array. Figure 9.19 shows the stagnation Nu also increases as the average Re,
increases. What is most apparent at this z/d is the influence of crossflow on the target
surface heat transfer. The first jet row heat transfer contours are nearly circular. As
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Figure 9.13 Inline array Nusselt number distributions at all locations for Re;
avg = 10,170 and zd = 1.
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Figure 9.14 Inline array jet effectiveness at all locations for Re; avg = 10,170
and zd = 1.
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Figure 9.15 Inline array Nusselt number distributions at all locations for Re;
avg = 10,185 and zd = 2.

186




Inline Array

(iNNNNEE

ABOVE 1.00

Chapter 9 - Detailed Heat Transfer Measurements and Averaged Values

Effectiveness
Rej avg 10,185

2283328
rdodoogo
" # § & &® 18

ngueao;
262222%

o % ';"«&5
151\03\“‘5@

Figure 9.16 Inline array jet effectiveness at all locations for Re; avg = 10,185

and z/d = 2.
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Figure 9.17 Inline array Nusselt number distributions at all locations for Re; avg =
10,161 and zd = 4.
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Figure 9.18 Inline array jet effectiveness at all locations for Re; avg = 10,161
and z/d = 4.
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Figure 9.19 Inline array Nusselt number distribution at all locations for Re; avg
= 34,368 and zd = 1.
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Figure 9.20 Inlcnln:/ ;rra¥ jet effectiveness at all locations for Re; avg = 34,368
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Figure 921 Inline array Nusselt number distributions at all locations for Re;
avg = 30,354 and zd = 2.
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Figure 9.22 Inline array jet effectiveness at all locations for Re; avg = 30,354
and zd = 2.
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Figure 9.23 Inlinc array Nusselt number distributions at all locations for Re;
avg = 30,766 and z/d = 4.
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Figure 9.24 Inline array jet effectiveness at all locations for Re; avg = 30,766
and zd = 4.
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crossflow develops, the jet influence is limited in both the upstream and spanwise
directions. Increasing the z/d, the jet structure remains more circular throughout the
array and at z/d = 4, Figures 9.17 and 9.23, little influence of crossflow is observed.
Increasing the z/d shows the stagnation point Nu values to be more uniform. Once the
data is in the form of a local area surface map, it can then be averaged over an area

specific to a given jet location.
9.1.2 Average Value Data

Average values were determined by averaging local values over an area
extending 4d from the jet centreline in the upstream, downstream and spanwise
directions. It should be remembered that the hole spacing is 84. The plane of
symmetry was through the jet hole centre in the streamwise direction. The advanced
transient techniques developed for these experiments enabled not only the local Nu to
be calculated but also the local 7,,. These local values were then used to determine
average Nu and jet effectiveness. Controlling the impingement plate temperature, T,
at approximately the initial target plate temperature for the duration of the test results
in a local T, that ranges from T}, in the stagnation region to a value between T,,,,
and T, as one moves away from the jet impingement zone. Jet effectiveness is a
measure of how this temperature variation occurs. Recirculation of hot jet gas couples
the cool impingement plate to the target surface resulting in a T, lower than T,,,,. In
the experiments of all other reported work except Lucas et al. (1992), T, was allowed

to float between 7, and the target wall temperature and 7T, is not reported.
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Correlations from such data are only applicable to engines if the impingement plate
thermal boundary conditions are representative of the engine. In situations where the
impingement insert has strong thermal contact with the turbine blade, significant
lateral conduction within the impingement insert changes its temperature and alters the
thermal bouzdary conditions from the experimental ones. It is also likely that the
plate temperature and thermal boundary conditions differ under engine transients. In
engine operation, especially during the two situations mentioned, correlations that do
not account for the impingement plate are suspect. The present experiments calculate
T,, for known plenum and plate temperatures. Most other experiments use a reference
gas temperature, such as the plenum temperature, to define their heat transfer
coefficients. Since the difference between the target wall temperature and the
adiabatic wall temperature must be less than the difference between the plenum
temperature and the target wall temperature, the data from the other reports would be
correspondingly higher (depending on the plate temperature) if the data were based
on T_,. This emphasizes the need to consider all boundary conditions properly when
comparing data. Kim et al. (1993) studied an unconfined impinging jet i;suing from
a pipe using a transient technique. They reported as much as 50% reduction in this
temperature difference when using a local recovery temperature. The present
experimental study is the first to provide data on the influence of the impingement
plate temperature on the target surface for the more difficult conditions present in a
confined jet array.

To compare the effect of plate spacing and Re; on average Nu, data, presented

in Figures 9.25 to 9.30, are shown as a function of average Re; for the z/d values
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Figure 925 Average Nusselt number at streamwise jet locations for an inline
array with z/d = 1.
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Figure 9.26 Average jet effectiveness at streamwise jet locations for an inline
array with z/d = 1.
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Figure 9.27 Average Nusselt Number at streamwise jet locations for an inline
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Figure 9.29 Average Nusselt number at streamwise jet locations for an inline
array with z/d = 4.
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Figure 9.30 Average jet effectiveness at streamwise jet locations for an inline
array with z/d = 4.
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tested. The z/d = 1 results, shown in Figure 9.25, initially show a decrease in average
Nu to jet row three or four. Increasing crossflow restricts the coverage of the
impinging jet decreasing heat transfer values. After jet row three or four, the average
Nu increases due to the accumulated crossflow accelerating between the jet rows and
significantly contributing to the average Nu value near the exit to the array. This
array exit Nu value is higher than the value found at the first jet row. The average
jet effectiveness for a z/d = 1, in Figure 9.26, is essentially independent of Re; except
close to the exit from the array. Initially, a level of about 0.8 is achieved for the first
three to four jet rows. After that position, the crossflow limits the jet effectiveness
and it is seen to drop to a value of approximately 0.7. While the jet effectiveness is
dropping, the average Nu in Figure 9.25 is increasing. This behaviour indicates
crossflow, not jet impingement, is responsible for the increase in average Nu at the
array exit. An increase in plate spacing to z/d = 2, Figure 9.27, increases the initial
average Nu values above those of the z/d = 1 case. Since the influence .of crossflow
is less, the average Nu slightly decreases through the array. Jet effectiveness at z/d
= 2 (see Figure 9.28) for an average Re; of 10,185 remains at approximat;:ly 0.8, the
same value as in the z/d = 1 case, and decreases less through the array because
crossflow is not as strong. Increasing average Re; from 10,185 increases jet
effectiveness. A value of 0.9 is achieved for jet rows three to four and jet
effectiveness decreases from this point more slowly than the z/d = 1 case. Jet
effectiveness is essentially the same for average Re; values above 10,185. Figure 9.29
shows that increasing z/d to 4 lowers the average Nu below the values for the z/d =
2 case. Crossflow influence is less than the z/d = 2 case but the average Nu
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Figure 9.31 Inline - Average Nusselt number at jet locations for Re; avg =
10,000 and z/d = 1, 2 and 4.
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Figure 9.32 Inline - Average jet effectiveness for jet locations at Re; avg =
10,000 and zd = 1, 2 and 4.
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Figure 9.33 Inline - Average Nusselt number at jet locations for Re; avg =
20,000 and z/d = 1, 2 and 4.
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Figure 9.34 Inline - Average jet effectiveness at jet locations for Re; avg =
20,000 and zd = 1, 2 and 4.
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Figure 935 Inline - Average Nusselt number at jet locations for Re; avg =
30,000 and zd = 1, 2 and 4.
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Figure 936 Inline - Average jet effectiveness at jet locations for Re; avg =
30,000 and z/d = 1, 2 and 4.
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Figure 9.37 Inline - Average Nusselt number at jet locations for Re, avg =
40,000 and z/d = 1, 2 and 4.
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Figure 9.38 Inline - Average jet effectiveness at jet locations for Re; avg =
40,000 and z/d = 1, 2 and 4.
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essentially decreases with jet row through the array. Jet effectiveness, in Figure 9.30,
increases with increasing average Re,. All values are slightly higher than their 2/d =
2 counterparts. Values for average Re; of 20,694 and 30,766 are essentially equal at
a value slightly above 0.9 early in the array. Through the array jet effectiveness
decreases slightly.

An alternative form of presenting this average value data is shown in Figure
9.31 to 9.40. In these graphs average values are plotted as functions of jet hole
position for different z/d over the range of average Re; tested. The zd = 1 and
average Re; = 34,368 test was scaled to appropriate values using a 0.7 power
dependence for reasons discussed in Chapter 8. When considering average Nu, the
2/d = 2 case results in higher values for all average Re, tested with the exception of
the highest Re;. At the highest Re; tested all values are approximately equal (Figure
9.37). Increasing z/d also increases jet effectiveness and decreases the influence of
crossflow. Increasing z/d to 2 reduces the influence of crossflow at any jet row while
not significantly diminishing the strength of the jet potential core, thus, the average
Nu and jet effectiveness increase. Increasing z/d to 4 results in the jet -mixing out
more with associated lower values of average Nu in spite of a slight rise in jet
effectiveness due to reduced crossflow.

Figures 9.39 and 9.40 compare present data with other data and correlations
from the literature. The present values fall within the range of data listed. The
Andrews et al. model was developed for a confined jet system with outflow freely
discharging on all four sides (Andrews et al. 1985) as an average value least squares

fit to experimental data. This model was later shown to exhibit good agreement with

206




3 C. r 9 - Detailed Heat T fer Measurements and Averaged Values
! A Nu ison - Inline
zZd=1 Avwg ,694
28
| |
60 o4 Present data
%
«a g agom = Holworth-data
= 16 a
=
w Andrews-model
< 12
<
24 % Kercher-model
Ak r——ﬁOSE A
zZd xd Awvg effectiveness
1 Holwoth 1 10 04
Present data 1 8
c L] T T T T T 0
1 2 3 4 5 6 7 8
streamwise hole

Figure 939 Comparison of average Nusselt number for an inline array (Re;
avg = 20,694; z/d = 1).
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Figure 940 Comparison of average Nusselt number for an inline array (Re,
avg = 20,589; zd = 4).
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a confined jet system (Andrews et al. 1986) exiting in only one direction. The
Kercher and Tabakoff (1970) model shows similar overall trends to the present data
but the heat transfer levels are approximately 50% higher. The Florschuetz et al.
(1981) model also tends to overpredict the present results but the trends are similar.

The data point from Hollworth and Berry (1978) is an average value from a four

sided free discharge rig similar to Andrews et al. Variations between experiments,
such as impingement plate temperature, jet hole geometry, or initial jet turbulence
level could significantly alter experimental results.

Of use to the engine designer are correlations of heat transfer for an array of
impinging jets. Having detailed local values of heat transfer, it was decided to
approach the development of a correlation in a different manner than previously done
in the literature. Inspection of the local area maps for Nu led to the conclusion that
two heat transfer areas could be defined, the first being the area of jet influence and
the second being the area of crossflow influence, as was illustrated in Figure 3.3. The
local distributions of Nu under an impinging jet, as shown in Figure 9.13, indicated
the local jet heat transfer gradient was initially very large and then, at a r;cognizable
position, the gradient decreased. This break point was found to correspond to a value
equal to approximately 50% of the stagnation Nu and was taken as the defining
parameter between jet and crossflow areas of influence. All Nu values above the 50%
level were considered in the jet area of influence and all values below were considered
in the crossflow area of influence. Local values were averaged over these areas of
influence to produce a crossflow and jet average Nu. This process was repeated for

each jet row. The local Re; was used to correlate both the jet and crossflow Nu. For
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the jet region, the choice was obvious, since the jet dominates the heat transfer
process. For the crossflow region, initially it was thought to develop a dependence
on a channel Re however, for the G/G; values considered, the jet still dominates the
channel flow. The trend was also found by Florschuetz and Su (1985). Their data

showed the Nu dependence on Re approaches a fully developed channel value for

G./G; values above 1.0 and 2.0, depending on z/d. Since crossflow has the strongest
influence on the shape of the impingement zone, G/G; was used as the correlating
parameter for jet and crossflow areas. G/G; for this application is defined as the
average G/G; between a location half a pitch upstream and half a pitch downstream
of a particular jet row. This definition allows the jet flow expended upstream by the
jet to be a crossflow influence on itself.

The data for zd = 1 and average Re; = 10,170 was analyzed and the following
equation was developed for prediction of average Nu for a widely spaced inline array

atzd=1.

Nuyo= Ny Ay + N6 ootrw Acrcain -
= (0436 Rej'™) (1-Acrpupe) ©.1)

G 0.0816
+ (00141 Re o.eas{-é-")
]

Figure 9.41 shows the agreement of Equation 9.1 to the present data. Again, only the
data for the lowest average Re; tested was used to determine Equation 9.1. If one
assumes, for a widely spaced jet array, the area of jet influence would be similar for

other widely spaced array configurations, it would be possible to extrapolate this
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Prediction of Nu Average
zid=1 Inline Amray

Rej avg = 34,368
Rej avg = 20,694

Rej avg = 10,170

Equation 9.1

streamwise hole

Figure 941 Prediction of average Nusselt number for all z/d = 1 inline arrays
using Equation 9.1.
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Florschuetz Data (19.3K)
Florschuetz Data (9.6K)
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Florschuetz Correlation

Figure 942 Comparison of average Nusselt number prediction to the data of
Florschuetz et al. (1980) for an inline array with z/d = 1
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Prediction of Nu Average
z/d =2 Inline Array
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Figure 9.43 Prediction of average Nusselt number for all z/d = 2 inline arrays
using Equation 9.2.
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Figure 944 Comparison of average Nusselt number prediction to data from
Florschuetz et al. (1980) for inline arrays with 2/d = 2.
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Prediction of Nu Average
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Figure 945 Prediction of average Nusselt number for all z/d = 4 inline arrays

using Equations 9.3 and 9.4.

equation. This could be done by keeping the jet area of influence the same and

increasing the crossflow area of influence appropriately. Values for jet and crossflow

Nu would be sensibly the same. Figure 9.42 shows such an extrapolation to the data

of Florschuetz et al. (1980). They tested an array with a pitch of -10d in the

streamwise direction and 2 in the spanwise direction. As discussed in Section 9.1.2,

data that does not account for the impingement plate temperature, such as Florschuetz

et al. (1980), would be correspondingly higher if the data were based on 7,,,. The two

methods of data collection are different however, the data trends and Nu levels are

similar.

The present data for z/d = 2 and Re; = 10,185 was used to produce Equation

9.2.
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Nu, = (0435 Re?Y) (1-4_,,)

G 9.2
+ (0233 Re™®) fo.ssl + 0.781[—6-5)) -
\ /

The area dependence on G /G; for this geometry is linear. Equation 9.2 is compared
in Figure 9.43 to the current data with good agreement. An extrapolation to the
Florschuetz et al. data is given in Figure 9.44. The agreement is also very good.
The z/d = 4 data was analyzed and found to contain two regions of interest.
For G/G; < 0.12 the average Nu increased and for G/G; > 0.12 the average Nu
decreased. Thus, the two regions were treated separately. The following correlation,

using Re; = 10,161 data only, predicted the experimental data for G/G, < 0.12

e
[” m(_]om 10,161 )“) [o oL 0438[2))

and for G/G, > 0.12 -

Gc
G, Re),, \*°
Nu__ = | |85.949-232.081 J o5 1-A, o)
hied Rey O° [10,161) (
(Re)y
10,161 )

Gc
/

((Re) Y°¢ G
+ | |30.4945-49.7615 (Re) =% (0.8807-!»0.4381?‘]

(Re) J"-l’ \ 10,161 /]
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The area relationship was again a linear dependence of G./G; but, since the variation
in Nu through the array is small, these values are scaled from the average Re; =

10,161 case. Figure 9.45 shows the agreement of the data with Equations 9.3 and 9.4.

9.2 Staggered Array Data

9.2.1 Local Measurements

Staggered array local values of stagnation Nu and jet effectiveness are shown
in Figures 9.46 to 9.53. At the first jet hole for all tests, the impingement zone is in
fact circular showing little influence of crossflow at this location for the staggered
array. Since the second jet row is offset half a pitch in the spanwise direction, all
spent flow is channelled between adjacent jets and directed at the immediate
downstream impingement area. A region of acceleration occurs between the jets
which enhances heat transfer. Jets once again become limited in the upstream as well
as the spanwise direction. For z/d = 1, Figures 9.46 and 9.48, local Nu increases in
the channel as one moves through the array. This increase is not as pronounced as
the inline case as the flow must change direction many times. A higher average Re;
causes an increase in Nu. Increasing z/d decreases the crossflow and causes the jets

to be less distorted downstream.
9.2.2 Average Value Data

Average value data for the staggered array configuration is given in Figures
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Figure 9.46 Staggered array Nusselt number distributions at all locations for
Re; avg = 10,220 and zd = 1.

215

o S




Chapter 9 - Detailed Heat Transfer Measurements and Averaged Values
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Figure 9.47 Staggered array jet effectiveness at all locations for Re; avg =
10,220 and z/d = 1.
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Effectiveness
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Figure 949 Staggered array jet effectiveness at all locations for Re; avg = 34,534
and zd = 1.
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Figure 9.50 Staggered array Nusselt number distributions at all locations for Re, avg
= 10,103 and 2/d = 2.

219




Chapter 9 - Detailed Heat Transfer Measurements and Averaged Values
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Figure 9.51 Staggered array jet effectiveness at all locations for Re; avg = 10,103
and 7d = 2.
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Figure 9.52 Staggered array Nusselt number distributions at all locations for R

= 41,727 and z/d = 2.
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Figure 9.53 Staggered array jet effectiveness at all locations for Re, avg = 41,727
and z/d = 2.
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9.54 to 9.63. Figures 9.54 to 9.57 show average Nu and jet effectiveness as a function
of average Re, for the range of 2/d tested. The average Nu for a z/d = 1, Figure 9.54,
initially shows a decrease in heat transfer, similar to the inline 2/d = 1 case, moving
through the array to the fourth jet row. It then increases to a value equal to or greater
than found at jet row one. Increasing average Re; increases average Nu following a
0.7 power Re; dependence for the first four streamwise jet rows and something closer
to 0.8 for the last four streamwise jet holes. Jet effectiveness (Figure 9.55) for this
configuration is essentially independent of average Re, beginning at a value of 0.8 of
the fourth jet row and then decreasing with array position due to crossflow. At z/d
= 2 (Figure 9.56), the average Nu decreases slightly through the array showing a
weaker influence of crossflow. Again average Nu scales with Re; to the power of 0.7
initially. Jet effectiveness (Figure 9.57) starts at a value slightly lower than the z/d
= 1 case and has a minimum at jet hole two. It then increases with distance through
the array. Values of Nu for an average Re; = 10,103 are slightly lower but all values
are essentially the same in magnitude and form, having a minimum about 0.7 and
increasing to 0.8 by the array exit. This would suggest less of an inﬂuenc;e of the jet
moving through the array similar to the z/d = 1 data at early streamwise locations in
spite of a decrease in average heat transfer.

Figures 9.58 to 9.63 show average Nu and jet effectiveness as a function of z/d
for the average Re, tested. As in the inline case, the z/d = 2 data show a higher
average Nu for a given average Re;. The difference between the z/d = 2 and the z/d
= 1 data is large initially and the two data lines gradually approach each other at thf.;

exit to the array. In all cases, jet effectiveness is initially lower for the z/d = 2 case
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Figure 9.54 Average Nusseit number at streamwise jet locations for a
staggered array at z/d = 1.
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Figure 9.55 Average jet effectiveness at streamwise jet locations for a
staggered array at z/d = 1.
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Figure 9.56 Average Nusselt number at streamwise jet locations for a

staggered array with z/d = 2.
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Figure 9.57 Average jet effectiveness at streamwise jet locations for a
staggered array with z2/d = 2.
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with the two data lines gradually approach each other at the exit to the array. Figures
9.64 and 9.65 show comparisons with published data and correlations.

The same criteria as used in the inline case was used for determining the best
fit to the staggered data. For the z/d = 1 case, analysis of the Re, = 10,220 data led

to the following equation.

G

093 Gc -0.348
Num = (0.00914 Rej ) {0.168 (—;)

9.5)

G 0.154
+ (0.0447 Re*) {0.886 (E‘)
J

A comparison with other z/d = 1 values for the range of Re; tested is given in Figure
9.66 while a comparison with Florschuetz et al. (1980) is given in Figure 9.67. The
extrapolation of the data to the Florschuetz et al. data is good.

The z/d = 2 and Re; = 10,103 data was used to develop the following equation

along the same guidelines previously discussed.

Nu = (0.0544 Rej“m)(l -A

G 9.
+ (00332 Re;”")(o.m + 0.69 E)) o0
i

The comparison of Equation 9.6 to the current data is shown in Figure 9.68 and the

comparison with Florschuetz et al. (1980) is shown in Figure 9.69.
9.3 Comparison of Inline and Staggered Array Average Data

Figures 9.70 through 9.73 compare inli1e and staggered average Nu and jet
effectiveness for the configurations and flow conditions tested. For z/d = 1 average
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Figure 9.58 Average Nusselt number at streamwise jet locations for Re; avg =
10,000 and zd = 1 and 2.
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Figure 9.59 Average jet effectiveness for streamwise jet locations at Re; avg
= 10,000 and z/d = 1 and 2.
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Figure 9.60 Average Nusselt number at streamwise jet locations for Re; avg =
25,000 and zd = 1 and 2.
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Figure 9.61 Average jet effectiveness for streamwise jet locations at Re; avg
= 25,000 and z/d = 1 and 2.
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Figure 9.62 Average Nusselt number at streamwise jet locations for Re; avg =
40,000 and z/d = 1 and 2.
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Figure 9.63 Average jet effectiveness at streamwise jet locations for Re; avg
= 40,000 and z/d = 1 and 2.
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Figure 9.64 Comparison of average Nusselt number for a staggered array (Re;
avg = 25,835; zd = 1).
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Figure 9.65 Comparison of average Nusselt number for a staggered array (Re;
avg = 41,727, z/d = 2).
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Prediction of Nu Average
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Figure 9.66 Prediction of average Nusselt number for all z/d = 1 staggered
arrays using Equation 9.5.
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Figure 9.67 Comparison of prediction of average Nusselt number to data from
Florschuetz et al. (1980) for a staggered array with z/d = 1.
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Prediction of Nu Average
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Figure 9.68 Prediction of average Nusselt number for all z/d = 2 staggered
arrays using Equation 9.6.
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Figure 9.69 Comparison of prediction of average Nusselt number with data
from Florschuetz et al. (1980) for a staggered array with z/d = 2.
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Figure 9.70 Comparison of average Nusselt number for staggered and inline
arrays at zd = 1.
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Figure 9.71 Comparison of average jet effectiveness for staggered and inline
arrays at z/d = 1.
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Figure 9.72 Comparison of average Nusselt number for staggered and inline

arrays at z/d = 2.
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Figure 9.73 Comparison of average jet effectiveness for staggered and inline
arrays at z/d = 2.
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Nu values are higher for the staggered array for all flow conditions tested. Jet
effectiveness starts with initially similar values with the staggered configuration being
slightly higher on moving downstream through the array. For z/d = 2, average values
of Nu are similar at low average Re; with the difference increasing with increasing
average Re, Correspondingly, jet effectiveness is lower for the inline case with the

data approaching the same value at the array exit. The conclusion is for a given

average Re; choosing a z/d of 2 and staggered configuration would provide the greatest

cooling value for the same amount of massflow.
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CHAPTER 10 - CONCLUSIONS

This chapter summarizes the current work, highlighting some of the
contributions to the understanding of arrays of impinging jets. The turbine blade
designer will find the results of particular interest as both detailed distributions of heat
transfer and average data are included. In addition, the transient techniques invented
by the author to measure heat transfer coefficient and adiabatic wall temperature have

far reaching applications to other experiments.

10.1 Contributions

For the first time, detailed measurements of heat transfer coefficient and
adiabatic wall temperature have been determined under arrays of impinging jets. Also,
the influence of the impingement plate on the cooling performance of arrays of jets
has been quantified. The local adiabatic wall temperature follows naturally from the
measurements as the driving temperature in the definition of heat transfer coefficient.
This description of heat transfer to the target surface thus provides a much improved
modelling of the process. Inspection of video tape colour change histories, discussed
in Chapter 7, showed target surface heat transfer features which were quantified using
the data reduction procedures outlined in Chapter 6. The surface features of a primary
peak in heat transfer at 0.5d and a secondary peak between 1-1.5d have been seen in
jet arrays but previously had only been reported for isolated jets. The current
experiments provide insight into the crossflow influence on the jet. This can
significantly alter the jet structure at the target surface with corresponding changes in

heat transfer. The detailed distribution of Nusselt number is important to the engine
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designer and the current data constitutes a valuable resource. The local values are also
able to be averaged providing data for comparison to other experiments. The
conclusions from the present data are that, for a given air flow rate, of the
configurations tested, a staggered configuration with a z/d = 2 provides not only the
most uniform local heat transfer through the array, but a higher average Nu. The
pressure drop through the z/d = 2 array is also less than for the z/d = 1 array.

Local stagnation point heat transfer under the arrays of jets has been
investigated for the current sharp-edged jet hole configuration. Early in an array, the
Nusselt number dependence on jet Reynolds number is 0.5, as one would expect in
a laminar region. Examination of dust photographs along with target surface pressure
information leads to the conclusion that the potential core strikes the target surface for
the current type of jet holes up to a z/d = 2. This observation was also confirmed by
observation of the video isotherms. Near the array exit, the Reynolds number
dependence departs from the exponent of 0.5. Correlations are presented for
stagnation point heat transfer for inline and staggered arrays with z/d = 1 or 2 which
are valid when little or no crossflow is present.

The insight into flow structure is the basis for a series of avérage value
correlations to predict the current data. By considering an area of influence of the jet
and an area of influence of the crossflow, it is possible to determine average values
over these areas and the variation of these parameters with crossflow. The analysis
shows that use of the data for a low Re; to build the correlations results in equations
which apply to situations over the range of Re; tested.

For the first time, the contribution of the impingement array plate on the heat

transfer at the target surface has been measured. Recirculation regions present in the
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arrays provide a mechanism which thermally couples the impingement plate to the
target surface influencing the adiabatic wall temperature and hence local heat transfer.
Throughout an array, the area influenced by the jet decreases and the contribution of
the impingement plate becomes increasingly important to the overall heat transfer.
The development of the transient liquid crystal technique to encompass arrays
of impinging jets demonstrates the versatility of the liquid crystal technique. Using
at least two event times it is possible to determine both heat transfer and adiabatic
wall temperature. A data processing procedure was developed using interactive
spreadsheets and a graphics package which enabled detailed inspection of the detailed
results found in this experiment possible. The peak intensity processing method is
currently being used by other researchers. The hue temperature history method uses
a unique regression routine which can automatically determine the adiabatic wall
temperature and save processing time. This processing software developed by the
author is also currently being used by other researchers. Not only did the author
perfect the application of these processing methods, a careful comparison between
stagnation point results obtained using both techniques has been made as-reponed in
Van Treuren at al. (1994). Wideband liquid crystal provides a nearly complete

temperature history over the target surface which increases the accuracy of the data.
10.2 Recommendations for Future Work

The current work provides important insight into the thermal performance of
arrays of widely spaced jets. It would be a natural extension of this work to analyze

an array with closer jet hole spacing and compare the configurations. This could also
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provide the basis for a correlation which could combine the two geometries and thus
cover a wider range of engine representative situations. Also of interest would be the
effect of initial crossflow on the jet array. Blade configurations exist where the
leading edge impingement air flows back along the blade and causes a crossflow to
be present at the beginning of an array of jets. It is suspected that this initial
crossflow will decrease jet effectiveness and lower the heat transfer. With the
current test facility it would also be possible to study the impinging jet array in
conjunction with other turbine cooling methods, such as pedestals and film cooling
holes, with the aim of optimizing such a configuration.

The current experiments with three different plate separations showed
maximum heat transfer at a z/d = 2. The effect of plate spacing might be further
investigated to determine whether the maximum in cooling performance occurs at a

2/d between those tested.
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